


PREFACE

_.'. This is tile fourth in a series of final reports a_d completes

the documentation of research on NASA Grant NGR 19-00-I-059. It also

served as the Ph.D. dissertation for John F. Bs[ho[f.

L.

.......... ._ .. _ . .o .



m II

i

i

W

i
"_-_ COUPLED RADIATING SHOCK LAfERS

_, WITH FINITE RATE CHEMISTRY EFFECTS

A Dissertation

Submitted to the Graduate Faculty of the

Louisiana State University and

.... Agricultural and Mechanical College
u

in partial fulfillment of the
requirements for the degree of

, Doctor of Philosophy

• in

The Department of Chemical Engineering

d_

_ by

John Frederick BalhoffB.S.Ch.E., Louisiana State University, 1970

o-",.,_:, M.S.Ch.E., Louisiana State University, 1972
May, 1975



ACKNOWLEDGEMENT_

This research was performed under the direction of Dr. Ralph W.

Pike, Professor of Chemical Engineering at Louisiana State University.

His encouragement and guidance are gratefully acknowledged, i
J

Appreciation is also expressed to the National Aeronautics and i

Space Admlnls_ratlon't Langley Research Center which sponsored this

research and, especially to James N. Moss, Grant Monitor, for his

helpful discussions on numerical problems encountered in this research.

An acknowledgement is extended to the Charles E. Coates Memorial

Fund of the L.S.U° Foundation for funds to pay a portion of the

typing cost of the dlssertatlonand to the L.S.U. Computer Research

Center for the use of their facilities during the course of this

research.

Special thanks are given to friends Simon Hacker, Hazel LaCoste,

Suresh Vora and _ountless others who unselfishly gave their help and

friendship _:nen it was most needed. Thanks are also extended to

Mona Davis who typed the manuscript.

d

tt



f

+;"

TABLE OF CONTENTS

Page
ACKNOWLEDGEI_,.'ITS ....................... i i

LIST OF TABL£S ....................... vl

LIST OF FIGURES ........... . ........... viii

ABSTRACT .......................... xii

CHAPTER

I INTRODUCTION AND BACKGROUND ............ 1

Introduction . ................. 1

The Problem of Atmospheric Entry ......... 1

The Charring Ablator ............... 7
Flow Field Interaction .............. i0

Statuary ..................... 14
References .................... 15

II 4 REVIEW OF RADIATING AND NONEQUILIBRIUM

FLOW FIELDS .................... 17
Introduction ................... 17

Radiating Solutions ................ 17

Nonequtlibrium Chemistry Solutions ........ 35
Summary ...................... 43
References ............................. _4.%.....................................

llI DEVELOPMENT OF THE THIN SHOCK LAYER EQUATIONS . . . 50
Introduction ................... 50

The Physical Environment ............. 51
The Conservation Equations ............ 55

The Thin Shock Layer Equations .......... 61
Nondimensionalized and Transformed Equations . . . 63

Boundary and Initial Conditions .......... 68
Boundary Conditions at the Bow Shock ....... 68
Boundary Conditions at the Ablator Surface .... 71
Initial Conditions ................ 81

Shock Geometry ................. 88
Quasilinearization of ;hock Equations ....... 90
Summary ...................... 93

95
_"+'_ /'A References ....................

iii



i

CHAPTER Page

! IV TRANSPORT) THERMODYNAMIC, RADIATION AND
97,,. KINETIC PROPERTIES .................

I Introduction q7eeoooeeeoe:ooeeeeoee -

Chemical Kinetics ................. 98I

. Transport Properties ................ 103
Thermodynamic Properties ............. I09

Radiation Properties ................ 112

Summary ...................... 115
References .................... 119

_o

V NUMERICAL IMPLEMENTATION OF TIiE SHOCK LAYER

).- EQUATIONS ...................... 121

Introduction 121eeoeeeeoeeeoeeoeee)

_ Coupled Ablation Flow Field Analysis ....... 122
Numerical Solation of the Conservation Equations. • 124

127Global Continuity .................

Calculation of _n/_x ............... 129

5 y-Momentum Equation ................ 130

Boundary Conditions ................ 131

Stability of the Energy Equation .......... 137

Damping Coefficients ............... 148
Shock Standoff Distance .............. 149
Initial Profiles .................. 154

Iteration Sequence ................ 156
Convergence ..... . .............. 159

Summary ....... . .............. 162
, References ..................... 164

_ Vl RESULTS OF THE SHOCK LAYER ANALYSIS ......... 165

Introduction .................... 165

Sta@nation Region Heating ............. 166
Comparison with Other Stagnation Line Investigators 175 _)',

_ 182
Around the Body Results ..............
Radiation-Chemical Reactions Interaction ...... 195

Species Boundary Conditions• . ........... 214

_ ' Computation Time and Core Usage .......... 219
Summary ...................... 223
References .................... 224

VII CONCLUSIONS AND RECOMM_4DATIONS ........... 226

' 226'_'_, Conclusions • • . • • . • • • , • • • ' • ' ....
' 228' Recommendations ..................

NOMENCLATURE ........................ 229

%

iv



APPENDIX Page

A ENERGY TRANSFER IN THE CHAR ZONE .......... 234

Introduction ......... - - -- - - . 234
Developmentof_e_a;ZoneAnalysls.......235
Pad6 Numerical Integration Technique ........ 242

Energy Equation Solutlon .............. 246
Results of the Char Analysis ........... 247

Summary ..................... 255

References .................... 258

B MODELING SUBLIMATION OF A CHARR/NE-ABLATOR ..... 259 !

Introduction .................... 259 I

Model Description .................. 259

Results of Analysis ................ 264
Concluslons .................... 267

References .................... 269

C POLYNOMIAL COEFFICIENTS FOR THERMODYNAMIC

PROPERTIES ..................... 270

D USERS INSTRUCTIONS FOR CRAC COMPUTER PROGRAM .... 274

E CRAC SOURCE DECK, SAMPLE INPUT, AND SAMPLE OUTPUT. . 284

VITA ............................. 446

' , , , , i I I III II I I



• t I I
i '

! ......

,,_;_:!:," LIST OF TABLES

_' TABLE Page

t 3.1 Nondlmensional Thin Shock Layer Eq_atlons .... 65

4.1 Shock Layer Reactions with Kinetic
Coefficients ................. 101

4.2 Additional Ablation Product and Combustion

...._ Reactions .................... 104

......... 4.3 Additional Air and Hydrogen Combustion
=i Reactions .................... 105

....... 4.4 Empirical Constants for Viscosity
Correlation ................... "L06

_ 4.5 Emplrical Constants for Thermal Conductivity
Correlation ................... 108

_m_o 4.6 Collision Parameters Employed in the Current

Study ...................... 110

4.7 Species Considered in LRAD Rad#ation Model . . . 116

_ 5.1 Curve Fit Coefficients for Heat Conducted

":"__":_ through the Surface of a Phenolic Nylon
!_....... Ablator .................... 134
_i

" 5.2 Compositions at the Surface of a Phenolic

Nylon Ablator ................. 136

_ 5.3 Insensitivity of Heating to Convergence of
:-.:., Shock Standoff Distance ............. 153

_'__ 5.4 Nodal Convergence in Tangential Direction .... 161
_ ,

:_;o_ 6.1 Freestream and Ablator Conditions for Cases

.:;-_!_ Studied in the Present Investigation ...... 167

=_. 6.2 lleatlng Rate Results for Cases Studied in

:-.... the Present Investigation ........... 169

6.3 Comparison of Moderate Heating Rate Results... 176

,; 6.4 Comparison of severe Heating Rate Results .... 179

v_



i

=...

...._" TABLE Page

ii_.... " 6.5 Frequency Factors for Three Finite Rate Cases
_, for Selected Reactions in the Shock Layer ..... 197

_=::" 6.6 Species Composition at the Ablator Surface .... 217
_:,v-

::_ 6.7 Elemen_al Composition of a Phenolic Nylon,,_i

_ Ablator ................... . . . 218
=o

A.I Curve Fit Coefficients for Heat Conducted i

through the Surface of a Phenolic Nylon

Ablator ...................... 250 !

A.2 Species Compositions at the Char-Decomposition
• Zone Interface 252• ooooeeQoeoooooooeeo

A.3 Species Compositions at the Ablator Surface on
,_ ; the Char and Flowfield Sides ............ 254

A.4 Chemical Reactions Occurring in the Char Layer . . 256

B.I Accomodatlon Coefficients and Arrheulus

Coefficients for Vapor Pressure of CI, Co,
and C3 " 261

, [
[, ooeeoaoeoleooelooooleo

B.2 Representative Pyrolysis Product Composition

of 40% (by weight) Nylon - 60% (by weight)
• Phenolic Resin Ablative Composite ......... 263

_ C.I Polynomial Coefficients for Thermodynamic

Property Correlations ............... 271

D.I CKAC Input Variables ............... 279

D.2 Description of CRAC Subroutines .......... 282



_i 1

LIST OF FIGURES

FIGURE Page

_t_ 1.1 Expected Earth Entry Velocities for Several

Planetary Missions ................. 2

o", 1.2 Peak Stagnation Point Heating Rates ........ 3

ii 1.3 Flight Regimes ................... 5

1.4 Schematic of Ablator Energy Absorption
Mechanisms • • . . • ...............

_ 1.5 Heat Rejection Mechanisms for a Phenolic Nylon,
Blunt Body Ablator ................ 8

1.6 Illustration of Charring-Ablator and Flowfield
Interaction ................... ii

1.7 Illustration of Heat Transfer Mechanisms in

Ablating Thermal Protection Systems ........ 13

2.1 The Effect of Mass Injection on Surface Flux
Reduction .................... 24

2.2 Computation Time for Various Numbers of Chemical

Species .................... 37
o

3.1 Flight Regimes ................... 53
dm=_

...... 3,2 Body-Oriented Coordinate System- .......... 58

_ _ 3.3 Resolution of Velocity Components in a Body

o Oriented Coordinate System ............. 69

3.4 lllustration of Flowfield Coupling and Quasi-
_°_ 80steady Ablator Response ..............

4.1 Spectral Absorption Coefficient of Air-Carbon
Phenolic Ablatlon Products Mixture for P-I and

T=I6,0OO°K ..................... 114

4.2 Comparison of Dimensionless Radiative Heatln_
Rates ........................ 117

o

viii



FIGURE Page

5.1 Simplified Flow Diagram of Coupled Shock
Layer _alysis ................... 123

5.2 Crank Nicolson Finite Difference Grid . . . . . . . 125

!

5.3 Ablator }[eating Response vs. Mass Loss Rate .... 133
I

I 5.4 Coupling of the Shock Layer to the Ablator by

i_ a Surface Energy Balance .............. 138

5.5 bimen_i_)nless Blowing Rate Profile Around the .... 139

Body

I 5.6 Dimensionless Heating Rate Profile Around the

Body-Coupled ................... 140

5.7 Instability of the Temperature Form of the

En_gy Equation .................. 142

5.8 Illustration of the Effect of Temperature

Variations Upon Radiative Flux Divergence ...... 143

5.9 Stable Enthalpy Profiles Using Enthalpy Form

of the Energy Equation ............... 145

5.10 Stable Temperature Profiles Using Enthalpy
Form of the Energy Equation ............. 146

5.11 Variation in Equilibrium Chemistry Temperature
Profiles from Iteration to Iteration Using the

Temperature Form of the Energy Equation ...... 147

5.12 Convergence of Shock Angle, E, Around the Body . . . 151

5.13 Convergence of Shock Shape Profile Around _*

the Body ...................... 152

5.14 Dimensionless Temperature Profile for Initial

Estimate at Stagnation Line ............ 157

5.15 Iteration Sequence of Shock Layer Ana]ysls ..... 158

6.1 Stagnation Heating Rate at a Phenolic Nylon

Ablator Surface Along Reentry Trajectory ...... 168

! _ _"r

6.2 R_entry Trajectory for Present Investigation .... 170

6.3 Effectiveness of Heat Absorption Mechanisms

for a Phenolic Nylon Ablator Along the Reentry

'l'ralectory 173eoeelooeo6eoolloo oe



FIGURE Page,

6.4 Mass Loss Rate at the SLa_ation I,ine of a
Phenolic Nylon Ablator Along tile Reentry
Trajectory ................... 174

6.5 Dimensionless Blowing Rate Profile Around
the Body ................... ]85

6.6 Dimensionless Heating Rate Profile for Case

I - Coupled ................... 186

6.7 Dimensionles_ Heating Rate Profile for Case
2 - Coupled .................. 187

6.8 Dimensionless Heating Rate Profile for Case
3 - Coupled .................. 188

6.9 Dimensionless Heating Rate Profile for Case
4 - Coupled .................. 189

6.10 Ablator Surface Temperature Profiles for
Cases Studied ................. 191

6.11 Dimensionless Temperature Profiles for the

Stagnation Line and Downstream ......... 192

6.12 Comparison of Investigators ........... 193

6.13 Comparison of Flux Divergence Profiles for
Various Kinetic Models .............. 200

6.14 Species Profiles for "Fast Perturbation"

Kinetics Case at the Stagnation Line ....... 201

6.15 Species Profiles for "Slow Perturbation"

Kinetics Case at the Stagnation Line ....... 202 _.

6.16 Species Profiles for "Best" Kinetics Case

at the Stagnation Line .............. 203

6.17 Species Profiles for Equilibrium Chemistry

at the Stagnation Line .............. 204

6.18 Effects of Carbon Atom and Molecular

, Radiative Coupling on the Temperature

_,,r(,,; Profile and Radiative Heating ........... 206

6.1.9 Species Profiles for Nonequilibrium Chemistry
at a Severe Heating Load at the Stagnation
Line ........................ 211

.----.... ,,; , : _'i i i | I III I I



i

! I I

FIGURE Page

6.20 Species Profiles for Equilibrium Chemistry

at a Severe Heating Load at the Stagnation
Line ....................... 213

6.21 Comparison of Radiative Flux Divergence

Profiles for Severe Heating Rate Conditions

of Equilibrium and Finite Rate A_alyses ...... 215

6.22 Comparison of Radiative Flux Divergence

Profiles for Equilibrium and Nonequilibrium

Walls at the Stagnation Line ........... 220

A.I Flow in the Char Zone ............... 236

A.2 Ablator Heating Response vs. Mass Loss Rate .... 248

A. 3 Decomposition Zone Heat Absorption Rate ...... 251

A.4 Temperature at Char-Decomposltlon Zone
Interface ..................... 253

B.I Comparison of the Hertz-Knudsen Analysis

with Other Investigators ............. 265

B.2 Predominant Carbon Vapor Species From the
Sublimation of a Charring Phenolic Nylon
Ablator ..................... 268

D.I CRAC Overlay Structure .............. 277

D

xt

. " . n ..I i I ........ _1



A_STRACT

The conservation equations that describe the mass, mome_um, and

energy transfer in the shock layer around an ablating blunt body were

developed and placed into numerical solution form. Effects o_ line

i _ and continuum radiation along with finite rate chemistry were con-
!

sidered. Sixteen chemical reds with 19 chemical species were

included in the analysis, and 12 of these species were employed in

the radiative flux divergence calculation. The 3hock layer was

_- coupled to a phenolic-nylon charring ablator through a surface energy

balance.

The resulting conservation equations were a set of parabolic

integro-partial differential equations whlch were quasilinearized and

o solved using the Crank-Nicolson implicit numerical technique. The

partial differential equations required two sets of boundary condi-

tions and one set of initial conditions. The boundary conditions

were specified at the shock uoing the Rankine-Hugoniot relations and O

conditions at the ablator were determined by employing the nonequi-

librium Hertz-Knudsen equation for sublimation and surface energy

balance. The stagnation line equations are a set of ordinary integro-

differential equations which supply the initial conditions for the

analysis. The same boundary conditions were employed at the stagna-

tion line as for the shock layer solution.
o

-- Results are presented for coupled solutions at six key points

along a reentry trajectory for the stagnation llne. Four of these six

xii
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solutions were continued around-the-body. A study was also performed

to determine the uncertainty in radiative heating due to the

uncertainty in chemlcal kinetic data.

On the basis of this research, it was concluded that the numerical

l

solution of the quesillnearlzed conservation equations yielded stable

and accurate solutions to the nonequilibrltnn, radiating shock layer

surrounding a blunt reentry body. These nonequilibrium solutions,

when compared to equilibrium solutions at comparable conditions

yielded consistently lower wall radiative heatin_ rates. The dif-

ference was most pronounced at low heating rates (e.g. 121 BTU/sq.

ft-sec for nonequilibrium) where the equilibrium results were 190_

higher. At higher heating rates ('2000 BTU/sq. ft-sec) the equi-

librium results were found to be generally less than 20_ higher than

nonequilibrium. The species profiles for low heating rates differed

significantly especially in the air layer from the nonequilibrium

and equilibrium analyses whereas the species profiles for the high

heating rate cases were very similar.

For the around-the-body analyses, it was observed that one

nondimensional blowing profile along the ablator surface was suf-

ficient for all four cases to adequately couple the shock layer with

the ablator response. The coupling between ablator and shock layer

was found to differ by only 16_ for the worst case.

The choice of species boundary conditions at the ablator wall

does not 8reatly affect the shock layer solutlon. The surface

heatlns rate was found to differ by only 4_ for the case of a

nouequil_brium wall versus an equilibrium wall. However, the

xlil

_ L ...... ,a', - , m • | •
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choice of species boundary conditions at the shock does appear to

affect the solution. The species composition at the shock were as-

sumed to be equilibrium. In light of the results of this investi-

gation, the assumption of equilibrium appears to be inaccurate

(especially at low heating rates) and further study is recommended
L

_,, in thls area.
i

il One of the major problems encountered in this study was thetremendous amount of computer time necessary. Over i00 hours of
!

i computer time on an IBM 360/65 computer was required. The specl-ficatlon of a correct shock standoff distance did not alter the

heating rate analysis, but the amount of computer time was found to

decrease significantly when the converged shock standoff distance

was used. It _s felt that more study is needed in the area of shock

i standoff calculations.

t
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' CHAPTER I

INTRODUCTION AND BACKGROUND

Introduction

Aerodynamlc heating is one of the most severe problems

_... encountered by a reentry vehicle when returning from Interplanetary :

i_:_" missions• A reentry....vehlclewith a blunt body configuration and

iV,

having a charring ablative heat shield has been found to be the most

effective design for combatting thls problem, Thls chapter discusses

the =dvantages of the blunt body configuration over other alterna-

tives and presents a detailed description of the processes which

occur in a charring ablator and Its surrounding flow field environ-

ment, The description includes a comprehensive overview of the

intricate heat and mass transport mechanisms involved In the ablative

heat shield and the shock heated alr layer flowing over the reentry

-_'= capsule

.Th_..eeProblem of Atmospheric Entry

A reentry vehicle encounters extreme heating during hyperbolic

atmospheric entry when utilizing aerodynamic braking, Thls heating_!- ,

is a result of applying the frictions] resistance of the atmosphere

,_. to decrease the speed of the vehicle. Since kinetic energy

_h_i , (KE = MV2/2) is a function of the square of the velocltyD It Is

necessary to know the ranges of relevant velocities for manned mis-

" slons. In Figure 1.1 these ranges for fllghts to the planets and

and the ranges encountered by Apollo are given. Notice that Apollo
i'iI

]
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!
! has the l_est return velocity range. This kinetic energy uponi

i renetry is transfo_ed into thermal ener_ and a b_ shock wave is
!
! formed. Passing through the shock wave, the air is heated as it
t
!'

I fl_s over the heat shield of the reentry vehicle. _e air layer

[ ,
I_ then transfers a portion of thls heat to the surface of the space
[

! . capsule primarily by convection and radiation. The relative impor-

tance of convective and radiative heating can be seen in Figure 1o2.

_ Note that radiation heat transfer becomes increasingly important asF

_ the reentry velocity increases. Thus, it is extremely important to
! .:

F
have a reasonable description of the radiative transport mechanisms

i
I
|

i o for return from planetary mlss£ons-whex_-the velocities are much

I higher than Apollo. In Figure 1.3, the region where radiative heati
1 " transfer is significant is shown.
[
[
1 The alternative to aerodynamic braking would be to slow down
i
•[ the _hicle by using reverse thrust. Since the return velocity is

!-_ of the same magnitude as the launch velocity, the reverse thrust

i method requires the same amount of fuel for reentry, therefore
I

i . doubling the fuel requirement and adding unnecessary weight. In
I

i terms of weight efficiency for entry deceleration, an ablation pro-

" tection system requires i0 to 50 times less entry vehicle weightf
! than would be required by the reverse thrust method (Ref. 1.7).
[
!
|

I Excessive weight on a return capsule is quite prohibitive since it
l has been estimated that each kilogram carried throughout a mannedl
i

' planetary mission can represent between 300 and I000 kg on the

[ launch pad (Ref. l.i). On this basis, excess weight cannot be

i
, tolerated especially In the return phase of the mission and reverse
[
! tr,rust becomes unsuitable.
1
I
I
!
I

i -
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First it was thought that a s]ender body would be the logical

_" design. The slender body does have the smallest aerodynamic drag.

However, this shape produces a weak, attached shock wave and a

: large percentage of the heat generated on reentry is absorbed by

the body. Slender body configurations are best suited for ballistic

missiles and supersonic flow applications where low heating loads

o are experienced for short durations (Ref. 1.8).

The blunt or high drag configuration is more applicable to

._. reentry of space vehicles since these have a much larger fraction

_.#'_ of the total energy transfer to the atmosphere. An extremely strong,.o

detached shock wave is formed around the blunted vehicle causing a

/._i major portion of the energy to be absorbed by the air flowing between

the shock wave and the vehicle surface. This energy is then carried

away in the wake behind the craft. The shock heated layer surround-

ing the vehicle becomes progressively hotter during the course of

reentry causing dissociation and ionization of the air. Heat is

transferred by convection and radiation to the capsule surface

from the shock layer. The amount of heat transferred to the space

craft is enough to cause surface temperatures of the order of

3600°K. This high temperature occurs despite the fact that most of

the heat has been diverted away from the craft by using the blunt

body configuration, The space capsule cannot survive these tempera-

, tures unless an efficient thermal protection system is used. The

_,[_, answer to heat shielding of reentry vehicles was the charring ablator

which is discussed subsequently.

"....... ..._........ i_____,., ............. -77_ i........ , ..... .-"_"_;_._'.;_." - - _i .... :............... ,i..........................



Th__eCharrlng Ablator

To dissipate the tremendous amount of heat that is generated

at reentry, several methods were suggested (Ref. 1.9, 1.10, i.li).

• These are (i) Heat Sink, (2) Radiation Cooling, (3) TransplratJon

• Cooling, (4) Convection Cooling, (5) Film Cooling, and (6) Ablative

Cooling. The most important of these is ablative cooling since it

combines the advantages of all of the other methods. The comblna-

tion of wide range of application with high reliability made the

system extremely successful.

The charring ablator is a special type of ablator with qualltles

which make it a superb heat shielding material. The charring abla-

tor utilized several mechanisms to reduce the he_t transferred to

the interior of the space craft. This type of ablator is normally

made up of a composite virgin plastic such as phenolic resin and

carbon or phenolic resin and nylon. As shown in Figure 1.4, the

virgin material of these composites decomposes when subjected to

intense heating and forms a porous carbon matrix along with pyroly-

, sis gases which flow through and react in this porous carbon matrix.

"i_ The carbon surface is removed by chemical reactions, sublimation and

_ is eroded away by the shearing force in the shock layer (spa!latlcn).

_m The pyrolysis gases flow through the char, reacting with themselves

=_!i and the char layer and finally are injected into the boundary layer

__ at the surface.

_ The ablative process is an _ntricate, complex, and yet orderly
':t_ I ,

transfer of heat and mass. The important mechanisms _nvolved are

(a) heat conduction into the material and storage by its effectlve

heat capacity, (b) heat absorption by the heat capacity of the

........" " -......... , • n m | |
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pyrolysis gases, (c) primarily endothermlc reactions of the gnses

(homogeneous and heterogeneous), (d) sublimation and surface reactlons,

(el surface reradiatlon, (f) blowing into the shock layer by the pyro-

I: lysls gases, and (g) blockage of shock layer radiation by ablation

species. Thls flow of pyrolysis gases through the char layer gives

the charring ablator the added effect of transpiration cooling.

The degradation of the primary pyrolysis gases when flowing

through the char into smaller molecules has two very important effects

(i) decomposition is endothermlc_ because heat is consumed in the

breaking of chemical bonds, and (2) the overall heat capacity of the

smaller molecules is larger than that of the original decomposition

products.

It is essential for the ablator to have a low thermal conducti-

vity, a high thermal capacity, and a high heat of sublimation. The

superiority of the charring ablator over subliming and melting abla-

tots is largely due to its ability to reradiate substantial quanti-

ties of energy from the surface. The surface of the char possesses

a hlgh-emisslvlty; and, at high temperatures, reradlatlon is one of

the most important energy absorbing mechanisms for charring ablators. _

For most carbonaceous materials, a reasonable assumption is constant

emmislvlty and constant absorptivity (absorption is important when

considering radiating shock layers). The values of emissivity and

absorptivity are not necessarily equal, though, due to the fact that

',_!,, the radlat_on and reradlatJon normally Involve different wave-length

ranges (Ref. 1.12).

One of the outstanding features of an ablator is that it not

only absorbs heat, but through the injection of gaseous ablation



Iw

I
I I

products, it also modifies the adjacent boundary layer and greatly

reduces the ]evel of aerodynamic convective heating. These injected

gases have the additional property of being good radiation absorbers,

thus reducln& the radiative heat transferred to the surface. More

will be said about these two phenomena in the following section

when discussing the flow field interaction.

The relative importance of the various heat rejection mechanisms

is shown in Figure 1.5 for two entry velocities of ii km/sec and

15 km/sec. Only the energy which reaches the ablator surface is

considered, therefore the reduction of convective and radiative

heating by gaseous injection is not included. At the higher velocity

of 15 km/sec, the heat rejection modes of reradiation, char sublima-

tion, and pyrolysis gas heat capacity and reactions become increas-

ingly significant.

Flow Field Interaction

The ablator must be described in its proper environment in

order to visualize the physical phenomena occuring. In the case of

a reentry vehlcle with an ablative heat shield, thle environment is

a shock heated shock layer shown schematically in Figure 1.6. At

the outer edge of the shock layer, shock heated atmospheric gases

('I5,000°K) move primarily by convection toward the stagnation

point, where diffusive and viscous mechanisms become predominant.

The region in the immediate vicinity of the stagnation point is thus
v

I_"#!:' referred to as the diffusion or viscous layer. The region between

the bow shock and the diffusion laver is called the air layer and

the ablation layer is located between the diffusion zone and the

I"
= ....... _ _"_-_'- : "-:: ::_:----t~'_"'_ "''" _ I IIIII I III III J II
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Figure 1.6. Illustration of Charring-Ablator and Flowfleld
Interaction.
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ablator. As in the air layer, convective effects also predominate

in the ablation layer,

Although simply depicted in Figure 1.6, the overall process

is extremely complex and presents a significant challenge to an
l

accurate mathematical analysis. The major difficulties are des-

cribing the radiative heating, the chemical reactions, and the

_, interaction between the flow field and the ablator. In Figure 1.7

_ the modes of heat transfer in the shock layer are illustrated along

with the interactions with the ablator surface. The following dis-

cusslon describes these heat transfer modes and the coupling that

exists between the flow field and the ablator.

_, In the air layer the predominant radiation effect is emission

which occurs in all directions. The radiant heat emitted away from

the body through the bc_ shock, is absorbed by the ambient air and

° is called precursor radiation. This effect increases the free

stream enthalpy, thus elevating the temperatures in the shock layer.

_ The radiative flux toward the body is partially abs3rbed in the

•-_ ablation layer, increasing the temperature of the _c_s in this

region. The radiant energy that is transmitted thr)ugh this layer
_, is then absorbed by the solid char surface where p_rt is reradlated

'_ back into the shock layer and the remaining is conducted through

z_ the char to the decomposition zone. In the ablator the energy is

absorbed by primarily endothermic reactions in the char zone and

the decomposition of the polymer. The remaining fraction of energy

is finally conducted through the virgin material to the substructure.

Heat is also transported to the vehicle by convection and

conductlozt, but radiation is by far the most important mode of heat
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transfer. The foregoing discussion has described the intimate

coupling of ablator and flow field. The necessity exists, therefore,

to accurately describe the major transport mechanisms in the shock

_ layer and ablator including their coupling effects.

if i Summary

The ablator and its interaction with the surrounding flow field

has been shown to be a very complicated process of mass and heat

transport. The ablator and its a_sociated flow field have been

_tudlad by many __nvestigators who have made various assumptions about

chemistry, heat transfer, and momentum transfer. The state of the

art has reached _,point where most of the analyses have assumed either

: equilibrium chemistry or no radiation heat transfer. Very few have

• actually coupled the response of the ablator to the flow field and

those that do have used equilibrium chemistry models.

This research was undertaken to develop an analysis which incor-

porates the effects of finite rate chemistry, coupling of the flow

field to a charring phenolic nylon ablator, and detailed line and

continuum radiation heat transfer. The analysis is formulated to

describe a reentering blunt vehicle typical of manned interplanetary

missions.

A comprehensive overview of the work that has been done in the

area of the shock heated flow field is given in the following chapter.

The discussion will cover all of the recent pertinent work on non-

equilibrium and radiation blunt body flows.
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CHAPTER II

_J A REVIEW OF RADIATING AND

NONEQUILIBRIUM FLOW FIELDS

Introduction

In the past decades numerous investigations of flow fields

surrounding blunt reentry vehicles have been performed to determine

the heating rates encountered by such vehicles. Various de_rees

of detail have been incorporated into the modeling of the flow field

processes. The momentum, energy, and species equations have under-

gone assumptions pertaining to the viscous, conducting, radiating,

and chemica! nature of the flow. Radiating solutions have developed

from the initial gray emission simplifications to continummodels

and further to detailed llne and contlnummodels. Chemical models

of frozen, equilibrium, and nonequilibrium chemistry have emerged

with nonequillbrlum being the realistic and most difficult analysis.

At each stage of developments more understanding was gained and

accordingly computation time increased. In this chapter the best

currently available studies involving radiating and ,onequilibrium

flow will be discussed -- first the radiating analysis, then the

nonequilibrium analysis.

'"it, Radiating Solutions

Radiative energy transport becomes an exceedingly important

mode for heat transfer at high velocity entries _nd low altitudes.

Many investigators have attempted to define the important mechanisms

17
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involved in this radiative transport. A review is given below of

the significant investigations performed in contributing to the

current state-of-art prediction of radiative heat transfer. The

analyses are split Into direct methods which calculate a shock shape

from a given body shape and inverse methods which use a specified

shock shape and determine the body shape.

Direct Methods: One of the first efforts by Lockheed Missiles

& Space Company to model the shock layer processes was by Wilson

and Hoshizaki (Ref. 2.1) who attempted the relatively simple problem

of inviscid and radiating flow using the optically thin approxima-

tion. The major effort by this group has been in assessing the

important mechanisms of radiative transport. This first effort used

an integral method to solve the conservation equations and the

analysis applied sway from the stagnation point. Later, Hoshizakl

and Wilson (Ref. 2.2) extended their work to include viscous effects.

This analysis was for a viscous, radiating but nonabsorblng gas in

the shock layer. Hoshizaki and Wilson studied the effect of radia-

tion cooling for a 30° hemlsphere-cone and showed that the loss of

energy in the shock layer by radiation reduced both the radiative

and convective heat transfer. Solutions were presented for heating

around the body which showed that the reduction of heating rate

persists far from the stagnation llne. The momentum and energy

equations were solved using an integral method in which the tangen-

"_r', tial velocity and enthalpy profiles were represented by fifth and

slxth-order polynomials respectively. Solutions were obtained for

alr only which elimlt_ated the need to s_Ive the species equations.

The numerical solution proceeded by first obtaining s solution at
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the stagnation point. The coefficients of the polynomlals of tan-

gentlal velocity and enthalpy were determined by using the boundary

condlt_ons at the wall and shock and the assumption that the shock

was concentric. The solution proceeded downstream with an initlal
l

estimate for shock shape. This was compared to the output shock

shape and a new estimate was then made. Iterations were performed

until convergence was attained for the shock shape.

The third effort by Hoshlzakl and Wilson (Ref. 2.3) was a major

step forward in complexity by eliminating the assumption of an

optically thin shock layer and accounted for the spectral behavior

of the contlnum absorption and emission radiative processes. The

numerical method differed from the previous investigation by employ-

ing a combined finite difference-integral method. The solutions to

the momentum and species continuity equations were obtained in an

approximate manner by means of an integral method. The velocity

and concentration profiles resulting from the approximate solution

were then used to solve the energy equation by means of a modified

finite difference method (Ref. 2.4). This analysis included the

effects of injected ablation products which were assumed to have _

thermodynamic and transport properties identical to those of air.

The injected gas was ass lmed to be inert within the context that no

chemical reactions between ablation products and air were allowed.

Solutions were obtained at the stagnation llne and around the body,

,,,,!, Iterations were made around the body as in kef. 2.2 until the shock

shape had converged. The primary purpose of this investigation was

to determine the effect of self-absorptlon on the radiative and

convective heating. Numerical results obtained showed that self-
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,, absorption reduced the radiative heating by an order of magnitude

but had little effect on convective heating.

o The complex chemical equilibrium which results from injection

i

of realistic ablation products into the shock layer was considered
l

_" by Hoshlzakl and Lasher (Ref. 2.5). In this analysis the shock

_..i layer chemical equilibrium composition was calculated using the

FEMP computer program (from Ref. 2.4) which minimizes free energy

given a specified temperature and pressure. According to Wilson
o

(Ref. 2.6), "the use of FEMP, along with an even more detailed

accounting of spectral radiative transport, raised a computational

cost barrier which has since prevented the application of the direct

finite difference analysis away from the stagnation point,"

• Hoshlzakl and Lasher (Ref. 2.5) state, therefore, that although

around the body analyses can, in principle, be performed, only stag-

nation point solutions were obtai-_d. The solution of the momentum

equation was obtained using the Karman-Pohlhausen integral method

and splitting the flow field in two parts - ablation layer and air

layer. The ablation layer was terminated when ablation injected

_ species comprised approximately iZ of the gas mixture. The velocity _j_

at the alr-ablation interface was matched to combine the two solutlc_m.

The analysis of Hoshlzakl and Lasher included radiative emission

and absorption, radiation cooling, and coupling between convection

and radiation. Only continuum radiation was considered - llnes for

atomic and ionic species were not considered. The infinite slab, one

dimenslonal approximation to the radiative flux was used which is

: tantamount to saying that gradients of temperature and density in the

stream-wlse direction are negligible. Nilson (Ref. 2.7) later studied

• ' ,. ..................... ........ _ "" _ I llH [ i
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the effects of the inflntte slab prediction and found it to be quite

reasonable. Numerical results showed that absorption by ablation

products reduced the radiative surface flux by almost a factor of

" two. This result was in contrast to an earlier paper by Howe and

Sheaffer (Ref. 2.8) who found that mass additions enhanced, rather

: than reduced, the radiative flux to the surface. Hoshizaki and

Lasher claimed that this result was due to Howe and Sheaffer's gray

gas approximation. It was also shown that atomic carbon was the

principal absorber and that the ablation product molecules play a

minor role in determining the radiative flux.

Chin (Ref. 2.9) investigated radiation transport in the stagna-

tion region of an ablating body with an invisicid, nonconducting

flow model. The gas in the shock layer was assumed to be in thermo-

dynamic equilibrium and at quasl-steady state. The flow field was

assumed to have an interface be_een the ablation products and the

• shock-layer air. The stagnation region air layer and ablation layer

were analyzed by means of similarity transfo_atlons with a continu-

ity of pressure across the interface. The wall was assumed to be

at the equilibrium sublimation temperature corresponding to the sur-

face pressure. The ablator is coupled to the flow field by perform-

ing the fol!owlng surface energy balance.

v - (% - v [2.1]

',_[_ where: vw = velocity of injected gases _nto shock layer

qw = heat flux toward surface from shock layer

,_T = energy reradlated by surfacew
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__,__ Ow = density of injected gases

_,_,_, _ AH = heat of ablation

5_.: v

A heating rate, qw' was assumed and then updated until the flow

field solution corresponded =o the surface energy balance.

The radiation transport in the analysis attempted to introduce

the effect of lines on the radiative surface heat flux. Only nltro-

gen lines were Included and the ablation layer was modeled wlth a

continuum approximation. Chin also made perturbation studies of

_:_-,..,!:: the radiative properties to examine radiative uncertainties. Chin's

results indicated that the ablation layer was very effective in

reducing wall heat flux (41%) and that self-absorption and energy-

loss effects reduced the sensitivity of the wall radiative flux to

environmental variables and to uncertainties in radiative properties.

In order to remove major deficiencies in the treatment of the

momentum equation due to the integral technique used in Refs. 2.5

and 2.10, Wilson (Ref. 2.11) solved the momentum equation in finite

difference form. This method permitted solutions to "massive" blow-

ing problems and placed all three conservation equations in the same
o

solution form. The opacity data in the radiative transport model

was extended to Include atomic llne transitions of H and C species.

.. Thus, transport through the ablation product gases was more complete

than in previous published studies, Finally, the inclusion ot

continuum and line opacity data for the He atoms permitted the solu-

::_b r / .lr

tlon to be applied to both Earth and Jovian entry (RATRAP from

•- Ref. 2.12).

In comparing his results with Chin (Ref. 2.9), Wilson found

that Chin's solution overpred_cted the effectiveness oi radiative
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! blocking. ThJs result was due to the omission of C and I! lines by

_i Chin (only N lines were included in Ref. 2.9). Wilson showed that

Chin's Invlscid solution compared closer to a continuum only calcu-

lation as shown in Figure 2.1. The result of this research demon-

strated that, unlike the situation with convective heating, massive

blowing was ineffective in achieving a major reduction in the sur-

face radiative flux. These conclusions held not only for earth

entry but particularly for Jovian entry when predominately carbon

species comprised the ablation product gases.

The end result of the work of Hoshlzaki, Wilson and Lasher is

the "VISC Code" reported in Ref. 2.6. In this investigation, the

simplifying but nonessential gas dynamic approximations that

p_ = constant and the construction of an inner inviscid layer were

removed. The results used a completely variable p_ as well as a

technique for integrating the conservation equations toward both the

shock and wall from the interior shock layer point where the stream

function passes through zero. The radiative transport subroutine

was further extended to include wall emlsslon/reflectlon terms. The

previously employed analytic method (Ref. 2.13) for obtaining the b
flux divergence due to lines was dropped and replaced by a direct

numerical differencing of the llne flux. The code was used to obtain

heating predictions for reentry into the earth's atmosphere and for

probe entry into the atmospheres of Jupiter and Venus.

l"_1:r Another group to study radiation transport in the shock layer

(stagnation llne only) was that of Rigdon, Dirllng, and Thomas of

McDonnell Douglas Corporation. Rigdon et al. (Ref. 2.14 and 2.15)

solved the viscous stagnation llne equations using an _nJtlal value
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(marching) fln_:e difference technique. The solution was started

at the stagnation point and proceeded in both directions (toward the

wall and toward the shock), and the initial slop_ (at the stagnation

point) was iterated on until the boundary conditions at both the wall

and shock were satisfied. This technique was used in order to avoid

the numerical problems associated with marching techniques that

i start the solution at a wall with mass injection where the slope is

i close to zero. Difficulties arose from trying to maintain numerical
!

i pre. ision when taking differences between numbers of the same size.Rigdon, et al. (Ref. 2.15) used a binary diffusion coefficient

based on the C-N interaction and demonstrated that the choice of

binary diffusion coefficient was not critical in the prediction of

wall heating rates. The species equations were solved by assuming

that ablation species were diffusing into air species and the mix-

ture was in chemical equilibrium. In Ref. 2.15 the effect of injec-

tion of ablation species were considered. This was an extension of

previous work of Rigdon et al. (Ref. 2.14) where only air blowing

was btudied. The effects of the thermodynamic and transport

properties of ablation products on the heat flux at the wall was

investigated, and radiation preheating of ambient air (precursor

radiation) was _onsidered. For these solutions the radiative trans-

fer was computed using the detailed spectral radiative prop_ ties of

both air and ab]atlon products including atomic line transJtlons.

_',_!. Comparison of the detailed solutions of Rigdon, et al. (Ref.

2.15) with other less exact methods, e.g., line grouping, showed a

necessity for retaining full spectral detail in the description of

the radiative properties. Furthermore, the thermodynamic properties
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of the ablation products must be peroperly described. Resultsi

L showed that precursor radiation increases the wall heat flux by less

_. than 10% for entry velocities .p to 55,000 feet per second and shock

-. layer pressures of approximately one atmosphere. ,

NASA's Langley Research Center has done some extensive tnvestt-

_ gation of the radiating flow around blunt reentry bodies (Refs.

2.16 - 2.20). All of these investigations are restricted to the

chemical equilibrium flow.

_ The Invlscid, radiating, nonadiabatic flow field equations

....o_ were solved by Suttles (Ref. 2.19) using an approximate computa-

• tional scheme in which a method of integral relations was applied.

The method was used for a one--strlp approximation with an equilibrium-

alr gas model. A frequency dependent, self-absorbing radiation model

:, was employed which accounted for atomlc-llne radiation as well as

o

the important continuum radiation processes. This work was an

extensionof theworkof Garrett,et (Ref.2.21)whousedthe

integral relations approach to a nonradlatlng flow field. Mass in-
S;_ Jectlon at the surface was not included. Comparison were made to

i the stagnation solutions of Olstad (Ref. 2.22) and Callis (Ref. 2.23).Suttles showed that the nonadlabatic solution resulted in signifl-
f_ .

_!, cantly reduced enthalples and temperatures, increased densities, and
Nmm

_ decreased shock standoff distance. Suttles concluded that although

_ the approximate method did not produce all details of the flow, it

_ :,+_{_, dld yield a good description of the flow field through quantities

i_::_, such as shock standoff distance and flow properties at the body
•M, 1

_. • surface.
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A combined chemical equilibrium chemistry flow field and ablation

study was performed by Smith et al. (Ref. 2,16) for a blunt body

reentering earth's atmosphere. Three interactlng regions were dis-

tinguished: invlscld air layerj ablation boundary layer, and charring

carbon ph_nollc heat shield. The outer air layer was analyzed as

an inviscid region using a one strip integral method. The inner

ablation layer was analyzed using two techniques. For small ablation

rates a boundary layer solution was used; whereas for large ablation

rates (where the boundary layer solution was unstable) an integral

method was used. No radiation coupling between air and ablation

la_ers was considered. The radiation model used was that of Wilson

and Hoshlzaki (Ref. 2.10) which included various llne and continuum

mechanisms for atoms, ions and molecules excluding llne mechanisms

for C and H atoms. Heating rates for the stagnation region and

around the body along a trajectory were presented. Coupling of the

ablator to the flow field was accomplished in a similar manner to

Chin (Eel. 2.9) in which the mass loss rate was determined by a sur-

face energy balance. An equilibrium enthalpy of ablation was used

along with surface reradiatlon of energy (the surface was assumed to _

be at the equilibrium sublimation temperature). Results were com-

pared to Chin and indicated a smaller blockage of radiation (22%

compared to 46%) due to the ablation layer. A similar result was

found when compared to Rigdon et al. (Ref. 2.15) who predicted 55%

blockage by the ablation layer. The conclusion was that the differences

occurred due to the differences in radiative transport models of the

three investigations.

. ........... " " n'|
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In a recent study by Sutton (Ref. 2.18), the fully coupled

: radiating gas flow about an ablatlng planetary entry body was applied

to Venuslan entries. The method of solution coupled an invlscld flow

solution and a boundary layer solution (laminar or turbulent) in
t

which the divergence of the radiative flux was included in the energy

:_ equation for the solution of each gas layer. The treatment of radia-

tion included molecular band, continuum, and llne transitions with

a detailed frequency dependence of the absorption coefficient. The

species equations were solved in elemental form with chemical equili-

'_ brlum being assumed. Results showed that the radiative flux toward

the body was attenuated in the boundary layer a_-downstream reg/nns_

of the body as well as at the stagnation point, fhe results were

! the same even when radiation absorption by ablation products was

taken into account. The radiative heating r_tes along the downstream

regions were shown to exceed stagnation point values under certain

• conditions. Blockage of radiation was found to be IOZ to 20Z for

nominal entry conditions but radiation blockage as large as 30_

resulted at higher velocities.

In an investigation by Garrett_ et al. (Ref. 2.21), the viscous

shock layer equations in the stagnation region were solved using an

implicit finite difference sheme. The flow field was assumed to be

I in thermodynamic and chemical equilibrium. The radiation model

i used was the computer code RATRAP (Ref. 2.24) which accounted for

both continuum and llne radiation exchange. The species equation

was solved by assuming ablation products diffusing into air species

as a binary system. The assumption of the binary diffusion model

was evaluated by comparing heating rate results for two cases. One

_ _-_ I i II_[ I I
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case assumed the binary diffusion coefficient to be that of hydrogen-

nitrogen diffusion and the other to be that of carbon-nitrogen dif-

fusion. The results showed that a maximum difference of 3 percent

i occurred in the radiative heat flux whlch indicated that the assump-
%

tion of a binary diffusion model was valid for the conditions examlned.

..... For massive blowing cases, damping of the enthalpy profile was

required to keep the solution stable. A damping factor of 0.5 was

found to be the most efficient when considering the trade-off of

< computer time and stability. Garrett et al. improved on the stabi-

. lity of their solution by using a windward differencing technique

_: instead of central differencing. Oscillations in the enthalpy and

°_ species solutions were removed by use of windward differencing.

Comparison by Garret (Ref. 2.21) with other investigations

• (Ref. 2.9, 2.15, 2.16, 2.19, 2.25) demonstrated lower wall radiative

heating rates for carbon phenolic ablation. The results indicated

that the ablation products were highly effective in blocking the

incident radiation from the high temperature outer layer of the

shock. For blowing rates of 0. I and 0.2, typical reductions in

radiative heat flux at the wall ranged from 34 to 39 percent of the
D

values for no blowing.

Engel et al. (Ref. 2.26) concluded from the results of Refs.

° 2.27 and 2.28 that the energy and species equations could be slmpll-

fled by setting the diffusion term equal to zero. This assumption

_ yielded a step function for the elemental mass fractions where

ablation elemental mass fractions were used from the wall to the

.... : stagnation point and air elemental compositions were used in the

region from stagnation point to the shock. The species compositions
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•..... were then calculated assumins thermo- chemlcal equlllbrlum.

-_ The thln shock layer, stagnation llne equations were solved includ-

_il _ inS llne and conClnuum radiation from air and ablation species. The

flow field was coupled to a phenolic nylon ablator by assuming the

ablator surface to be at Its sublimation temperature and the heat

• absorbed to be that by quasl-steady ablation - similar to the coup-

llng by Chln (Ref. 2.19) and Smith et al.(Ref. 2.16)o An implicit

: finite difference scheme was used to solve the e_.:_rgyand momentum

quasi-linearlzed equations.

, Engel's results indicated that the continuum con_ributlon to

the surface radiative heat flux is essentially unchanged by increas-

ing the ablation rate above about 5Z of the freestream blowing rate.

Molecular absorption of radiant energy in the ablation layer was

° found to contribute significantly to the reduction of wall heating

° rates (52% for the case studied).

_ Contemporary with the study performed by Engel was an investi-

gation by Esch (Ref. 2.28) to determine, primarily, the effect of

assuming binary diffusion. Esch's investigation differed from

Engel In that he solved the species equations with the diffusion

" term included. The radiation model was identical to Engel's. Com-

parison of binary diffusion results with multlcomponent diffusion

results led to the conclusion that binary diffusion was sufficient

to describe the shock layer process If an appropriate value of the

_,_,!., diffusion coefficient was selected. He u_ed the binary coefficient

based on H-C2H 2 interaction. The effect of using air thermodynamlcand

transport properties, instead of including ablatlon products, was

also investigated by Esch. Detailed transport properties were found
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to be unimportant but inclusion of thermodynamic properties of

ablation products proved to alter the radiative wall heating rate

slgnlflcantly. These results are supported by the findings of Rtgdon

et el. (Ref. 2.15) and Garrett et el. (Ref. 2.21).

Inverse Methods: In solutions which use inverse methods, the

shock shape is given and the body shape is to be determined. The

shock shape can then be adjusted until the desired body shape is

found. The disadvantage of this technique is thatD in generalD one

would llke to specify body shape directly (the direct method). Un-

fortunately_ shock shape is somewhat insensitive to body shape.

ThereforeD different body configurations could have the same shock

shape and the inverse method does not always work effectively.

Some success has been achieved using inverse methods. Chou

(Ref. 2.29) performed an inverse solution using locally nonsimilar

solutions for a radiating shock layer about smooth axlsy-_etrlc

bodies. In this methodt nonslmilar terms in the governing equations

were defined as dependent variables; model equations were derived

for these variables. Solutions were presented for nonblowlng bodies

and compared with the Blaslus type series solution of Chou and

Blake (Ref. 2.30). Excellent agreement was found. Blowing solutions

were also obtained (constant blowing around the body), but these

cases did not consider radiative transport and no diffusion mechanism

was taken into account. Therefore, the injected gas was assumed to

be the same as that of the freestream. Results indicated that blow-""_ _ I '_

ing solutions were more difficult to obtain than nonblowing solutions

since the blowing cases were not presented for points very far



32

downstream of the stagnation region. Another limitation was that

only continuum radiation was considered.

In a later report by Chou (Ref. 2.31), the restriction of no

• blowlng for radiative heating cases was removed. In addition the

simplifications of constant transport properties and continuum radia-

tion only were also removed. The same locally nonslmilar method was

used. Ablation products were allowed to diffuse into the shock

• layer and the governing equations were modified to allow mass InJec-

tlon rates (carbon injection) to vary with distance around the body.

• The shock layer was assumed to be in thermo-chemlcal equilibrium

and the FEMP, Free Energy Minimization, computer program (Ref. 2.4)

was used to determine the equilibrium composition. Molecular band

and atomic line, as well as continuum radiation, was considered.

Comparisons were made with the adiabatic Invlscld flows of Olstad

(Ref. 2.32) and Schneider (Ref. 2.33) and the viscous, nonradlatln$

flow of Davis and Flugge-Lotz (Ref. 2.34).

Chou's results showed good agreement with the work reported in

Refs. 2.32, 2.33, and 2.34. A sample calculation was made for a

typlcal Jovian entry which indicated a 40% reduction in total radia- _

tive flux at the stagnation point due to carbon gas injection when

compared to the nonblowing case. The reduction increased to about

70% of the stagnation line value at about four body nose radii

downstream. The radiative flux reduction indicates that most of

,,, the radiative energy is absorbed by the injected carbon gas and

dumped into the wake. An examination of the spectral distribution

of the radiative flux revealed that most of the flux reduction oc-

cured in molecular bands of C2 and C3.

i II



@ A companion report to Her. 2.31 was Ref. 2.35 which is a user's

_ manual for the SL4 computer code. The report descrlbes the input

and output for the inverse shock layer solution of Chou. The code

also provides a basis for obtaining predlctlons of the surface heat-

ing to a body entering any planetary atmosphere at hyperbolic velo-

cities.

In an inverse solutlon by Olstad (Ref. 2.32) an attempt was made

to study the effects of radiation on the flow about smooth symmetric

bodies downstream of the stagnation point. Previously Olstad had

only presented stagnation region solutions (Refs. 2.22 and 2.36).

_ In the analysis, a simplified flowfleld technique developed by Mas]en
• (Ref. 2.37) was mod_fled to account for rad_atlon and large blowing.

_ The radiative transport model included effects of atomic lines and

_ continuum radiation. Blowing was studied for cases of cold air in-

Jectlon, thus only air thermodynamic, transport, and radiative proper-
_ ties were required.

At some point not too large a distance downstream of the stag-

nation point, the flow direction in the shock layer is nearly

parallel to the shock. Maslen (Ref. 2.37) took advantage of this _r

situation to derive a simplified system of equations which adequately

describe the flow and thermodynamic properties in the shock layer

for an Inviscid, nonreactlng, nonradlating gas For a given shock

shape. The most important step in the derivation was the trans-

formation to the yon Mises plane and the subsequent uncoupllng of
...._ , I

the normal momentum equation from the other equations. Using a modi-

fied form of Maslen's method, O1stad studied the effect of cold air

blowing on radiative heating. He found that in the sta_natlon
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region blowing was qulte effective in reducing the radiative heaclng

to the body surface. However, downstream of the stagnation region,

where the radiative heat flux from the hot shock layer decreased,

re-emlsslon from the blcenlayer became increasingly important com-
t

pared with absorption. Thus the effectiveness of the blown layer

decreased and flnally became negative, so that the presence of the

blown layer actually increased the radiative heating to the body

..... surface downstream of the body station where blowing ceased. Olstad's

results must be evaluated in the light of the system under study,

i.e., only air blowing was considered and ablation products with dlf-

' ferent radiative, transport, and thermodynamic properties could very

_: well invalidate the conclusions reached (e.g. Chou, Ref. 2.31)

Falanga and Sullivan (Ref. 2.25) presented an inverse solution

for an inviscld shock layer flow about a blunt body. The model

included nongray radiative transfer and only considered equilibrium

air flow. The technique had the restriction that the shock shape

had to be analytic and the solution was only applicable to the sub-

sonic flow region in the shock layer. No blowing from the body was

considered. Results compared favorably with the direct method of

J Rigdon et el. (Ref. 2.15) and the analysis of Callis (Ref. 2.23)

who used a tlme-asymptotlc technique.

More recently Sutton and Falanga (Ref. 2.38) published results

for the entry of a blunt vehicle into a Venusian atmosphere of 90_
v

carbon dioxide and 10% nitrogen. In this analysis only stagnation

region heating results were obtained, but ablation product injection
:[

and a boundary layer adjacent to the body were included. Again

nongray radiation was accounted for and fully coupled solutions were
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presented (i.e. radiative coupllng and ablator-flow field coupllng).

A high density phenolic nylon ablator was considered in the Investl-

-: gstlon. Results indicated that ablation products reduced radiative

i_....... heating by as much as 35% for high velocity entries (11 km/sec)

_ and that the boundary layer also significantly reduced the radiative

i heating (20-30%). For entry velocities below about I0 km/sec, itappeared that the invlscid layer solution gave reasonable estimates

of radiative heating.

None_uillbrium Chemlstr_ Solutlons

The preceding discussion has been centered on analyses that

have sought primarily to describe the important radiative heating

phenomena that occur in high temperature shock layers. None of

these analyses have considered the effect of nonequillbrlum chemistry

_ on the flow field solution. At best equilibrium chemistry was in-

cluded in some of the previously discussed investigations. This

section will attempt to describe some of the important work that has

been done in the area of nonequilibrium or finite rate chemistry

analyses. In general these studies do not include the effects of

radiative heat transport.

Blottner (Refs. 2.39 - 2.43) has done extensive work in the

i,

Investlgatlon of nonequillbrium flows, especially for boundary layer

flows. In an early work by Blottner (Ref. 2.41), the investigation

of a viscous nonequillbrlum-lonized air boundary layer was performed.

Seven air species (02, N2, O, N, NO, NO+ , e-) and 11 chemlcal reac-

tions were considered. The equations were transformed with the

Mangler and Howarth-Dorodnltsyn transformation in order to obtain

I

them in a form more appropriate for numerical solution. The

" ........ "........ = " I I I
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resulting _artial differential equations were then solved using an

L/ implicit finite difference shceme. Results were given for slender

vehicles entering at 22,000 feet per second at altitudes of i00,000

feet and 150,000 feet. For distances 15 feet downstream from the
t

_:_.... tip and for conditions considered, none of the chemical reactions

:._ were near equilibrium. No mass injection at the wall was included

_i_ in this analysis.

::_ Blottner published an excellent survey paper on finite dlffer_ce

i methods for the solutlon-o_-_he boundary layer equations (Ref. 2.39)
iF

in 1970. The paper presented a technique for solving the boundary

layer equations for a multlcomponent flow with finite chemical

reactions. The technique was developed in an effort to attain a

method that would solve the governing equations when many chemical

species exist in the flow. The solution technique involved the

quasillnearlzatlon of the equations, uncoupling them, placing them

in finite difference form, and solving the resulting tri-dlagonal

i matrices. Blottner found this technique superior in computational- efficiency as can be seen from Figure 2.2 to the fully coupled

solution. When the equations are fully coupled, the program storage
requirements and the aomputation time increase rapidly as more species

!i_=_i: are included. Since a matrix inversion must be performed in the

i fully coupled computation time is proportional to the
solution and

cube of the matrix size (number of species), larae chemical systems

::,,_:, become prohibitive. On the other hand, tbe uncoupled method results
!

in solution times which are approximately proportional to the number

of species.
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Figure 2.2. Computation Time for Various Numbers
of Chemlcal Species (Binary Diffusion)
(Ref. 2.39).
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i The finite differenced equations were written with a parameter
"O" which can vary between 0.0 and 1.0, where O is 0 for expl_cit

methods, 1/2 for Crank-Nicolson method and 1 for the Standard

Implicit method. Blottner used _ = 1/2 or the Crank-Nicolson d_f- 1

ference scheme because the accuracy is of second order compared

to first order accuracy for the standard implicit. The explicit

scheme was not used since unstable solutions invariably occur when

this method is used on boundary layer problems. The boundary con-

ditions for the boundary layer equations were presented by Blottner

and placed into the finite difference formulation also. In this
]

analysis, Blottner considered the effect of an ablator injecting mass

into the boundary layer. The initial conditions (stagnation line

equations) for solution were developed in Ref. 2.42 by Blottner.

These ordinary differential equations were treated in the same manner

as the partial differential equations which describe the boundary

layer.

Results were obtained by Blottner for binary and multicomponent

diffusion which showed differences which were almost indistinguish-

able. The surface boundary conditions employed in the study were

such that the wall was either noncatalytic, or fully catalytic.

For the case of the non-catalytic wall the mass injection rate and

and diffusion rate of air species to the surface was zero. A fully

catalytic recombination surface for air is defined as a wall where

l_,#I:' every dissociated and ionized species that strikes the surface is

converted to a molecular species due to heterogeneous reactions.

Comparison of catalytic to noncatalytic solutions showed negllglble

differences in temperature and velocity profiles but about a 20Z

I
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difference was found in the boundary layer thickness (noncatalytlc

belztg higher).

For the solution with a noncatalytlc wall, osc_llatlons

were obtained with Craz,k-Nicolson (e equal to 0.5) method. To avoid
%

this problem, the standard implicit method wi_h 8 equal to 1.0 was

employed. The results were compared with e equal to 0.5 and 1.0,

and the results were in close agreement downstream. Near the tip

(first few inches) there was a difference between the predictions

of the two methods for the mass fraction of the species, with the

implicit method giving the more accurate results. This type of

stability problem has also been observed by Moore (Ref. 2.44) and

was corrected by using the standard implicit scheme for the first

grid point away from the wall.

In a summary report (Ref. P.43) Blottner et el. prepared a

user's manual for the boundary layer - shock layer computer program

that evolved from their work. In the report additional improvements

were made in the numerical schemes. Initial profiles can be obta_ned

by the program and variable step sizes across the layer are possible.

Results are presented for various boundary layer and shock layer solu-

tions and three example runs are given for input and output of the

program whlch demonstrate its flexibility. One of the major improve-

ments in this version of the program was the capability to handle

arbitrary body shapes.

Davis (Refs. 2.45 and 2.46) presented solutlons for the viscous

flow in the shock layer about reentering vehicles at moderate to

blgn Reynolds number. Shock and wall sllp conditions were included

in the boundary conditions and were shown to be important for low

...... ................ i i i IIII-_



Reynolds number cases. The flow field was described by one

consistent set of equations which are the thin shock layer equations

• as Blottner used (Ref. 2.43). The gas was assumed to be a rerf_ct

gas so that no chemical reactions occurred and the species continuity

equations did not need to be solved.

Davis used a numerical scheme similar to Blottner (Ref. 2.39)

and developed the variable step size finite differencing used in
+.i_

_ Ref. 2.43. Starting with the assumption that the thin shock layer
L

equations applied and that the shock was concentric to the body, the

_ solution proceeded from the stagnation point to points downstream.

The thin shock layer assumption is tantamount to omitting normal

velocity terms in the normal momentum equations. These assumptions

were then removed by making successive iterations around the body

using a corrected shock shape and normal components of velocity in

the normal momentum equation.
O

_ The addition of chemical reactions in the shock layer was later

, investigated by Davis (Ref. 2.47). In this analysis a chemically

reacting binary ntlxture of oxygen atoms and molecules was considered.

Flows past hyperbololds with one inch nose radius _symtotic far

downstream to cones of 60°, 45", and 20° were investigated at altl-

tudes of i00 to 250 thousand feet and an entry velocity of 20,000 feet

?er second. The calculatLons extended 25 nose radii downstream and

considered both catalytic and noncatalytlc wall boundary conditions.

No mass injection at the wall boundary was considered.

Before the calculatlons were made downstream, Davls performed

_-+ several stagnatlon-region solutions to determine what effect rates

of chemical reaction given by various authors (Refs. 2.48-2.52) would
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have on the solution. Typical results showed that there was about

a factor of four between the lowest and highest atom concentration

profiles. For the remainder of the work, Davis used the rate data

of Bortner (Ref. 2.49).
%

The wall catalytlcity had little effect of skin friction and

wall pressure distribution, but had a sizable effect on heat trans-

fer. The wall catalyticity was also shown to have little effect on

velocity and temperature profiles in all cases. Davis found by

comparin 8 equilibrium concentrations to nonequilibrium calculations

that at i00,000 feet the cuter inviscid flow was essentially in

equilibrium at the stasnation-point, but was not a few nose radii

downstream. Caution should be taken, therefore, in usln8 atasna_ion-

point solutions to determine when equilibrium conditions are reached.

i In a study that followed Davis, Moss (Ref. 2.53) extended

Davis's model (Ref. 2.47) to include multlcomponent effects. This

investisation studied the effects of chemistry models (frozen, equi-

librium, or nonequilibrium) on the flow field solution, the effect

of multicomponent diffusion, wall catalyticity, and mass injection.

The numerical solution technique was identical to that of Davis

(Ref. 2.47) and the body studied was a 45° hyperboloid.

Moss's results indicated that the chemistry models substantially

influenced flow parameters and surface transport. Heat transfer

rates were hither for both frozen and equ_llbrium than for nonequ_-

librium (e.8. 54_ higher for equilibrium in the stagnation region).

Wall catalyt_city also had an effect of Increa, lnE heat transfer

rates for nonequ_librlum cases. The effect of multi¢omponent dif-

fusion was shown to be negllgfbly different from the binary diffusion
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assumption which agrees with the results of Blottner (Ref. 2.39)

and Esch (Ref. 2.28).

Moss considered mass injection of air, water, and ablation
L.

- products into the shock layer. Only for the case of air injection
t

was nonequilibrlum chemistry attempted. Equilibrium solutions were

obtained for water and ablation injection. The effect of that mass

injection had on heat transfer rates decreased as the injection rate

increased. Also, the effect that mass injected in the stagnation

region had on the flow field decreased very rapidly downstream.

Water was found to be the most effective in reducing heat transfer

rates for the inJectants considered.

Adams et al. (Ref. 2.54) presented results for chemical non-

equilibrium inviscid and laminar viscous flow over spherically

blunted cone geometrics. The calculations were made for flight

velocities and altitudes where radiative transport was negligible.

The chemistry was restricted to air species and injected species of

argon, helium, or carbon dioxide. Multicomponent diffusion was dis-

cussed; however, no results were presented. For the cases studied,

the influence of a noncatalytic wall with mass injection significantly
Q

reduced the convective heat transfer.

Using an approximate inverse solution, Gross (Ref. 2.55) pre-

sented results for the inviscid nonequillbrlum flow In the shock

layer about a vehicle in hypersonic flight. Cases were run for

Earth_ Martian, and Venusian atmospheric entry. The method used a
_, jil, ,

yon Mises transformation to place the equations in the form of the

stream function sim_lar to Olstad (Ref. 2.32). A large number of

reactions and/or species was easily handled. The gas model permitted
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consideration of vibrational relaxation, dissociation, recombination,

' ionization, electronic excitation, and vibration-dlssoclatlon

coupling. The method had the advantage of being able to solve the

subsonic-and supersonic portions of the flow field whereas many

flow field solutions require the use of two methods for the two

regimes. The primary advantage of the method was that computing

time was small (79 seconds to about 14 minutes). One disadvantage

was that approximations were crude close to the stagnation point

where peak heating generally occurs.

Summary

The studies reviewed represent the best currently available.

,_ Unfortunately the radiating solutions are for equilibrium chemistry

o flow fields at best. On the other hand the nonequilibrium solutions

are presented for cases in which radiation is not a dominant heat

" transfer mechanism. None of the analyses reviewed incorporate both

the effects of radiative transport and nonequillbrlma chemistry.

With the exception of Chin (Ref. 2.9), Smith et al. (Ref. 2.16),

Each (Ref. 2.28), and Engel (Ref. 2.27), the solutlons neglect the

coupling of the flow field to the body whereby a surface energy

balance is maintained.

As can be seen, no single analysis includes all of the important

_ effects of radiative heating, nonequilibrlum chemistry, and ablator

coupllng. It was the main purpose of this research, therefore, to

"'_'!" incorporate all these effects using a computational scheme which is

reasonable, accurate and rapid. The model developed _ncludes

radiative transport with various llne and continuum contributions,

nonequ111brium chemistry, and is coupled to a phenolic nylon ablator.

.... " , ,'i-r" l"l i II im [
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' In Chapter 3, the equations that describe this syste_ are developed

, and placed into a form suitable for numerical solution.

i

! :
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, CHAPTER III

DEVELOPMENT OF THE THIN SHOCK LAYER EQUATIONS

......... Introduction

_ _ In this chapter the governing equations for the radiating,

J#_ chemically reacting, viscous flow around a blunt body are developed,

...._:_,_ transformed, and placed into solution form. A more detailed devel-

opment of these equations, including an order of magnitude analysis
61

°'_ is given by Engel et al. (Ref. 3.1). Engel's development is a

complete derivation of the thin shock layer equations from general

transport equations which includes intermediate formulations of

varying degrees of rigor. The assumptions inherent at each stage

of development are clearly stated. This chapter omits some of the

'" tedious mathematical details of the derivation while retaining most

•-_ of the logical step-by-step procedure used in obtaining the set of

equations necessary to describe the flow field around an ablating

blunt body.

The thin shock layer equations, which model the flow of the

multicomponent gas in the shock heated region of the sblator, are

a set of parabolic partial integro-dlfferentla] equations. By nature,

• parabolic differential equations require one set of initial condl-

.,,_. tions and two sets of boundary condlt_ons. In the shock layer, the

initial conditions are given by the stagnation llne equations, and

the two boundary conditions are given by the Rankine-Hugonlot equa-

tions at the bow shock and the mass and energy balances at the

50
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aSt

,_' ablator surface. The stagnation line equations are simply the thin

:._' shock layer equations reduced to ordinary integro-differential

equations at the axis of symmetry on the body, The Rankine-Hugon_ot

equations at the shock and the surface balances st the ablator

surface insure conservation of mass, energy, and momentum across

these boundaries. Since the initial and boundary conditions are a

very integral part of the shock layer solution, this chapter treats

the derivatiou of these equations in some detail.

In order to attain a more feasible coordinate system for solu-

tion, the blunt body equations are transformed by the Dorodnitsyn

transformation. This transformation is an independent variable trans-

formation which allows for a stretching of the normal body coordinate

near the body utilizing the variation in density across the shock.

The solution in this form allows for easier numerical solution.

Finally, a general form for numerical solution of the set of

parabolic partial differential equations is developed and presented.

In Chapter V the equations in this form are finite differenced and

arranged in the form for numerical solution.

Th_._ePhysical Envir.onment

It becomes necessary in the development of any mathematical

model to make simplifying assumptions to the general conservation

equations in order to obtain a set of equations that is more feasible

to solve. These simpllfying assumptions are determined only by

'"_' understanding the physical system to be modeled and by assessing

the magnitude of the terms in the general conservation equations.

An _Lssessment of this sort will provide, not only a basis for omitting

fr_ the equations terms of negllble ccnsequence, but will also

......... _.......... :, ._'-" "_"%_'...... 7"":_ ::--'"-:7-'.-"7....... •........................
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provide a means of estimating the magnitude of terms J.mpossibl.e or

too difficult to evaluate at this stage of technological develop-

ment. A knowledge of the importance of these various terms indicates

which uncertain parameters are most necessary to study,
t

In order to determine the proper mathematical model to describe
!

I the flow field around a blunt body moving at hypersonic velocities,

the behavior of the gas the vehicle will encounter must be investi-

gated. In Figure 3.1 based on the work of Reference 3.2 the flight

i regimes are presented which are encountered by a body during atmo-spheric entry. The regimes can be grouped into two gasdynamic domains-

continuum and noncontinuum. Hayes and Probsteln (Ref. 3.2)demonstrates

the continuum can be divided into five regimes: (i) classical bound-

ary layer, (2) vorticity interaction, (3) fully viscous, (4) incipient

merged layer, and (5) fully merged layer. The general conservation

equations can be used to describe the gas flow over a body in these

continuum regimes. A brief description of these five continuum

regimes follows (Ref. 3.1):

i. Boundary layer regime: The classical boundary layer

equations are a valid approximation of the viscous effects

for hlgh Reynolds numbers corresponding to lower altitudes.

Viscous effects dominate near the wall in a region which

is-small compared to the shock layer thickness. Vorticity

generated by the shock curvature is therefore negligible,

#_'_#I, having no effect on the boundary layer flow.

2. Vortlcity interaction becomes important at lower Reynolds

numbers where shock generated vorticity becomes significant 1

in respect to viscous effects near the body. Here the

t
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outer region of the shock layer, usually considered the

._ inviscld layer, becomes coupled through momentum transport

_ to the higher shear region near the body, usually thought

_ of as the boundary layer. The high shear reglon near the
t

body is also larger than experienced at higher Reynolds

numbers,

3. Viscous layer regime: Viscous effects from the body inter-

action are spread through the shock layer. This occurs at

lower Reynolds numbers and correspondingly higher altitudes

than the vortlcity interaction regime. Viscous dissipation

at the shock is still small in comparison to dissipation

_. at the body. This condition is true as long as the ratio

i_ of the mean free path behind the shock over the shock layer

_
,_ thickness Is much smaller _han the square root of the den-

_ slty ratio across the shock wave (Ref. 3.2). This implies

that the Ranklne-Hugonlot shock wave equations are valid

for determination of the shock layer boundary conditions.

4. Incipient merged layer regime: The incipient merged layer

begins when dissipative effects at the shock are significant. w
The shock wave is thin relatlve to the shock layer thickness

but the Ranklne-Hugonlot relations must be modified to

account for viscous effects at the shock boundary.

5. Fully merged layer regime: At higher altitudes and low

,_,,#_,, Reynolds numbers, a distinct shock does not exist. The

i free stream mean free path over the major body radius is

_ approximately one or less. The flow behaves continuously

from the free stream to the body. Above th_s altitude



55

range continuum concepts are no longer applicable, and

the flow goes through a transition to free molecular flow.

The foregoing discussion of the five continuum flow regimes

follows the reasoning of Hayes and Probsteln (Ref. 3.2) under the

assumption that radiative energy transport and ablative mass injec-

tion were negllgible. In the present development, these two effects

are of primary importance. Figure 3.1 shows the flight regimes

where radiative heating to a one-foot body becomes significant, For

the most part, significant ablatlon rates are also encountered in

these regimes when using present day charring ablators such as pheno-

lic carbon and phenolic nylon. Engel e__t a__l.(Ref. 3.1) concludes

that these same mechanisms for momentum transport hold true when

radiation and ablation are present, therefore the basic characteris-

tics of the shock layer are unchanged in these regimes.

The basic conservation equations are appropriate to describe

the flow of a continuum reacting and radiating gas mixture over a

blunt surface when thermal equ_llbrlum exists. For the present

workp a reduced set of equations will be determined which describes

the flow in the shock layer over a blunt body when the outer boundary

of the shock layer is a shock wave described by the Ranklne-Hugoniot

equations. Thus, the equations governing the flow in the shock

layer will be applicable to the three higher Reynolds number regimes.

It is in these three regimes where the heating rates to a vehicle's

:"'_.(:, surface are the most significant.

Th_...eeConservationE_uatlons

The conservation equations can now be written in general vector-

tensor notation. The statement of these equations is given by
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Engel et al. (Ref. 3.1) in time independent vector form as

J follows:

Global Contlnult_:

m

v • ov = o [3.1] '

Species Continuity:

m i B

v • (plv) + v • Ji = _i [3.2]

Momentum:

p(V.V) V + V • (T - IP) = 0 [3.3]

Energy.*

V.(T).V.o [3.4]

;_ where the radiation pressure tensor and external force field terms

have been omitted from the energy and momentum equations.
I

In order to describe the flow over blunt bodies, moving at

hypersonic velocities, it is found convenient to state the conserva-

tion equations in orthogonal body oriented coordinate systems. The
D

type of body under consideration, La three dimensional, axlsynmetrlc

or two-dlmenslonal, determines the stretching functions which are

used in transformin8 the equations from general vector-tensor nots-

tion into a usable coordinate system. The classes of bodies con-

sidered in this development are axisynmetrlc and two dimensional

which have the same stretchln8 functions therefore the same form of

the equations, The statement of the body oriented shock layer

equations is 8iven below (after Engel, Ref. 3.1):

_±_

_" _ I_. ,, -- .,45 _ , , . • II I II
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Global Continuity•

" _ _ (_¢rAov) - 0
= _-:(0urA)+ Ty [3.5]

Species Continuity:

+ _ (_rAociv) " - _x (rAji,x)_x(rA°clu)

:_ _ _Y8 (_rA Ji,y) + _(rAwi [3.6]

i_. x-momentum:

A _u _v A A _P
or u_ + o_rAv_ - _r uv+ r _

- _x (rAzxx) - ,_ (KrATxy) - rAKTx7 + tZZ _rA = 0 [3.7]

y-momentum:

A _v o_rA y- 0KrAu2 + _crA_P.: or UTx+ _v
2Y

:i [3.8]

i _ _(:rA,_)+ _rA _r__A

_. - _x (cA TxY) - _y txx + _tzz _y

_H HH 8 (rAqD,x)i_fi 0rAu _.x+ 0_rAv _-_= - _-_ - "_y (ira qD,y)

_'+_ _X (rAqR, ° (irA + _ [ rA rA_.- - x) - _y qR,y) u t + v t ]_C xx xy

[_r A - A yy]'. +_ u z + _r v z = 0 [3.9]

___ where _ is the local body curvature and r is defined in Figure 3.2.

Using Figure 3.2, the following relationships may be found
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x

d6 cl_.ee= k(_)
tanE--- (1 "t-k6) dx dx

6 - _(1 -t-kS) tanedx "t-6 ° O
0

O----fk (x) dx
0

Figure 3.2. Body-Oriented Coordinate System.

Jd
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r = r b + y sin 0 [3.101

dr = sln 0 dy + _ cos 0 dx [3.11]

..... where
l

oT _ = 1 + _y [3.12]

A = 0 , two dimensional

A = i , azlsymme=ric [3.13]

r. Defining the dlffuslonal mass flux vectors, Ji' and the heat

• _._ flux vectors, qD' yields

_i " TI (D) + _i (T) _. q--D+ _R [3.141

"& The components (neglecting force and pressure mass diffusion)are

-_ Concentration diffusion:

• j_D) nT n 1 @Yk" ( ) _'T_ [3.151
T,_,Y.

k#J i  _

j(D) nT !i,y'__1 IMIMJDIJ Zl ( ) T'_" [3.161...... k I T,IP,¥.

i_ k#.l i  I

i_ " Thermal dlffuslon:

I.• T

o.::_._, jI(T) = Dt _ _n T [3.17].. ,x ;< _x
_ •

rL" _

(T) T _ _n T [3.18]
_:,ij r,_ Jl,y = - DI ?y

___" Dlffuslonal heat flux:

3T P _ Di [3.19]_.__" qD,x = - kK"_X + _ hiJi,x - N2 j _] 01 I

., , - .....,
r
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.  ioTfqD,y - k _y + _hiJiy N2 _ _ ---- _- [3.20]
i iS1 miIDij Pj

I'

E Radiative heat flux:!.

qR,x = x(L) oar 4]IBv - (r)d_ dvKdx [3.21]

- av 4n B - (_)df_ dv dy [3.2P.]

qR,y ]Y(L ) v

In the momentum and the energy equations, the components of the

stress tensor are:

-'_-_ I'_x (rAu) + _ ]

+_ I'_xu+ K'V1 [3.23]

_ -_ (erAv) + 2v _yTyy = _ (rAu) + 3y [3.24]

D

" _-- or^") + W/vZzz _r A

+ 21_ [ u _r A +__v ___rAl
_r A _x rA _yj [3.25]

I_v _u z 1',,,_, xy yx _x --- T u [3.26]

The statement of these vector and tensor components completes the

set of conservation equations expressed tn body-oriented, orthogonal

coordinates. These equations are subsequently simplified by an order
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of magnitude analysis, yielding a much more manageable set of

equations called the thin shock layer equations.

Th..._%eThin Shock La._Equations

The statement was made earlier that the basic conservation

equations were to be used for the flow of a continuum reacting and

radiating gas mixture over a blunted surface when thermodynamic

equilibrium exists. It was also stated that a reduced set of equa-

tions could _ used which would describe the flow when the outer

boundary of the shock layer is a shock wave described by the Ranklne-

Hugonlot relations. This set of equations is called the thin shock

layer equations and is arrived at by an order of magnitude analysis

in which all terms of order cne [i] are retained (Ref. 3.1). Further

simplifications can be made by veglecting the shock laver thickness

in comparison to the local body radius. This implies

K _ O, _ _ I, and rA _ r_ [3.27]

I

Applying these limits and dropping terms using an order of magnitude

analysis gives

Global Continuity :

_ Aa-_ (r _u) + rb _y (or) = 0 [3.28]

Species Continuity:

"_t # !,

(rAcb_Ciu) + A _;"_ rb "_ (vCtv) = -rb _ (Jt,y) + rb _i [3.29}
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x -momentum:

ou-_x+ ov _y - _'q [3.301

• _-momen tum:

_.._P= K
_y _pu2 [3.31]

• Ou _x _y " _y " 'Y+ Ov _y = hiJi
L

}-_ i j_i_ _'ljt_j - _y

The shock layer equations 3.28 to 3.32 are now rewritten with

some changes noted. The global continuity and the two momentum

equations are unchanged. The global continuity is removed from the ]

species equation, and the energy equation is written with enthalpy I
{

_ and temperature as the principle dependent variable. Furthermore, I

the resulting temperature form of the energy equation was obtained

by subtracting the momentum equation, substituting the right hand _
I

side of the species equation from the left hand side and assuming I

binary diffusion. Thermal diffusion is also neglected. The resulting

,

set of dimensional asixymmetric (A=I) shock layer eq_Itlons is i
i

"_ Global Continuity' I

-- _ (o u + rb• B-_ rb) -_- (pv) - 0 [3.33]
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Species Continuity :

_,_

_ci _ci _L _ct
,_'_' pu -_- + p,, -_y = 3y (0 DI2 -_y) + _i [3.341
_F"

3u _u BP + _ _u
PU _x + pv _y = - _-_ _y (p _y) [3.301

_-moMentt_n

3P K 2

_-_ " _ pu [3.31]

:_:' Energy (Enthalpy) :

0u Tx + pv (k7y)- -

_ + _ (_u [3.351
,.,y

Energy (Temperature) :

_T 3T

pu Cp _x + pv Cp _y - - _ hi wi + u-B_

8qR

_y + _(_)+ _Cpi PD12

2 _T$ I

+ (k _) - _--_- _y _--_ [3.36]

These equations are in dimensional form and body oriented

coordinates, In the follo_Ing section these equations are nondlmen-

sionalized _-d an independent variable transformation is performed.

;,,_f, Nondlmenslonallzed and Transformed Equations

The thin shock layer equations 3.30, 3.31, 3.33, 3.34,

3.35 and 3.36 can be nondimenslonalized by using the iollovlng

• " _ _ .......... I I - _
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dimensionless variables which are appropriate to the problem under

consideration.

* v*x _* U*

x =_, Y = R* u " ,,-_U_ v =

P* = 5"

P = l,J= * 0*U.2PB_o _SjO SO_

r_ K'R* k'T* T*
rb =_-# _ - k = o .T "_z

R*O* U.3 sDoSpo

* T*
h* R,_01, Cp s,oh=-- __ C =

I/2U:2 c°i" p * U* p 1/2 U_*2S_O

* * R*
- 1 + _y Res = Psro U®

Ps,o _12
_S_O

, U.3 where _*=
OSpO

The dimensional variables used in the preccdlng section for the thin

shock layer equations are denoted by a superscript asterisk (*) in

this discussion. The nondimensional variables have no superscript,

and the nondlmenslonal quantities for Reynolds number (Res) and

Schmlt (Sc) number have been incorporated. The resulting for_ of _

the shock layer equations in nondlmensional form is shown in

Table 3.1.

These equations can now undergo an independent variable trans-

formation of the Dorodnltzn type. The Dorodnltzn transformation

',,_!_, reduces the effect of a large variation in density in the body normal

coordinate by incorporating the density in the transformed normal

coordinate. The new independent varlables now become

, _ v .... t I'..... ,..,,,..y..,._ll_l_
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! & = x [3.43]

_ n = _' [3.44]

0 dy
0

where _ is the shock standoff distance, and _ Is the tra_sformed

_. shock standoff distance which is used to normalize the variable --

n from 0 to i. The derivatives become

.,._,,._=,.,___+ _n _ [3.45]
_x _ _x _

_ --_ = _ _ [3.46]
t _en the new independent variables are introduced and the trans-

formations are applied, the nondimensional shock layer equations

become the following in the transformed plane:

Global Continuity :

rb_ (Ourb) +--_x "--_rl(Ou)+_'.6 (or) " 0 [3.47]

Species Continuity :

_Ci _..._.n_Ci # _Ci_u-_ + _u _ %-_+ _ -

( P-_-- ) + [3.48]toiSc _n

i".,___,,
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y-momentuel:

a..P.P= & _ u2 [3.50]
8n K

E_e_gY (Enthalpy) :

8h an ah o @h @u 2 _._____u

Bv a_&av+ + --) =
+vu_-_+vu ax an _ 8n _ @n

2__ _ pk ah ) . __ ( _ h i ) +
an( % %

_') _n an + hi (Sc _n

- 2 _ + Re2s--_ _ @u

i Energy (Temperature) :

@T
8T _q _T p2_Cp_._ " Z h t oJ:fpu Cp-_ + ouCp-_ @n

__ 2p _ @T3P 8q 8P +____ (ok 2 IE
+ 2u-_ + 2u @x 3n _2 _n "_') -

_) :,T
+ _ L_nJ + Rea_2 c -- [3.52]

This nondimenslonal, transformed set of equations is a set of

parabolic partial differential equations which needs two sets of
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boundary conditions and one set of initial conditions. The formu-

lation of the boundary and initial conditions will now be discussed.

Boundary and Initial Conditions

_- The parabolic nature of the thin shock layer equations mathe- '

matically requires initial conditions as well as boundary condi-

tions in order to obtain a solution. The entry vehicle axis of

! . symmetry is the appropriate location of the starting line for

_ zero angle of attack problems and provides the initial conditions

for the shock equations. The determination of conditions along

this line, called the stagnation line, is a major and important

_: problem in itself. The stagnation line solution also requlre_ the

same two sets of botu:_ary conditions as the shock layer solution.

_ Consequently, development of the method to obtain these initial

conditions (i.e. stagnation line solution) is delayed until aftez
i

the boundary condlti_ns are established. The boundary conditions
L

are specified at the bow shock and et the ablator surface.

Boundary Conditions a_ the Bow Shock

i If the shock geometry is known, the Rankine-Hugonlot equations

D
i can be used to obtain the shock boundary conditions. The develop-

_ ment of these equations in curvilinmar coordinates follows directly

from Ref. 3.5. The dimensional Ranklne-Hugonlot equations written

i_ In bo_y oriented _oordlnates (See Figures 3.2 and 3.3) are:

_, ,,, v = U_ sin _ sin c- p U_ cos 0 cos e [3.53]
S

*

us = U_ sin I cos ¢+_ U® cos _ sin _ [3.54]

P*+ cos, 2. p:+ p= cos 13.551SL
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I : v, 2) *h: - 2 - _ (u 2 + s - + h _ [3.56]

The tangential veloclty is negligible near the stagnation llne

' thus reducing Equation 3.56 to

h* - 1 U,2( I __2) coo2 $+ h* [3.57]e _

o

,:: Nondimensionaltztng Equations 3.53 through 3.57 and dropping P*

:}_ and h* whldx are of order (_2) yields the following shock boundary

-"_" conditions

_:iq!' vs = sin _ sln ¢ - 0 cos _ cos e [3.58]

_ : u - sln 0 cos _ + p cos 0 sin E [3.59]

_: a

_' Ps = (1-'_') cos2 ¢ [3.601

,_ h " (Z-_ "2) cos 2 ¢ [3.611

•_ , or

_;-_'--'_" h = 1 - (u 2 + v 2 ) [ 3.62 ]

where the following nondlmenslonal_.zatlon convention has been used. !

* * h* P* *.... v=V u__ =--

i!" U* ' u = U* ' h I/2 U.2 ' P "^*"--_=_' _ : _

The preceding Ranklne-Hugonlot relations were obtained by performing

i mass, energy, and momentum balances across a thln shock wave. These

relations now enable us to write the shock boundary conditions at

t

y=_.

_i Um US

S

l
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p=p
s

h=h
s

Ci = Ci,s (Ps' hs) (Assuming chemical equilibrium)

I_ (Tv,s) = 0 [3.63] ,

The Rankine-Hugoniot equations provide expressions for u ,
_ S ve'

: Ps' and hs. The equation of state and free stream elemental mass

fraction provides the post shock species mass fractions assuming

_ chemical equilibrium. The specific intensity coming through the

.. shock towards the body is specified as zero. It is noted that, in

total, four boundary conditions are required for the energy equation

because of its Integro-dlfferential nature. Thus, two boundary con-

dftions, enthalpy and specific intensity, have been specified at the

shock.

Boundaz7 Conditions at the Ablator Surface

In order to specify the conditions at the ablator boundary,

_ surface balances of mass, momentum, and energy are required. In

• connection with these balances, an evaluation is required of the

surface removal mechanisms: sublimation, chemical reactions, and
0

erosion. The purpose of this section is to integrate the various

surface phenomena through which flow field calculations and the

_ ablator response calculations are coupled, In Appendix A, the

_ quasl-steady state equations that describe the ablator response

'-"- are presented along with results from numerical solutions. The

arran6ement of the surface species and energy balances _nto a form

sultable--for coupling of the flow field to the ablstor response is

]
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given in Appendix B. This development in Appendix B is based on

the assumption that sublimation is the major surface removal mechanism.

The boundary conditions for this investigation can be derived

in either of two ways. The first technique consists of simply formu-
%

latlng a physical balance across the boundaries of the system. The

second technique involves the use of the flow field equations them-

selves, which are integrated across the system boundaries and then

contracted by taking the limit as the spaclal increment approaches

zero. Both of these methods should yield the same results. In

this development both of these methods wil_ be employed. The first

method has the advantage that the physical significance of each term

in the resulting equation is more readily evident. The integration

technique will assure that all of the necessary terms have been

included.

Specles Boundary Conditions: At the char surface the following

general surface balance is known to exist:

convective flux I Idiffusive flux of I fall contributions

of species i on / [species i on the [ + |to the net flux

the char side / + |char side of the J [of species i dueof the interfaceJ [interface |to the surface

[phenomena

iconvectlve flux of] Idlffuslve flux of]

. ]speciesi on flow I |speciesi on flow[
lfleld side of the / + ]field side of the] [3.64]
[interface J [interface J

or

I,, I '

_' * V* _ *- * * * *+p C + Ji + Si = pv Ci+ Ji [3.65]

Nondlmensionallzlng by * and U* gives
_S_O m



73

_I, _v Ci + j + Sl m OV Ci + J [3.66]

The surface generation, Si, can now be quantitatively defined

and the remaining terms of the equation verified by examining the
., ',.,

i'_'_ integral derivation of the species surface balance from the nondimen-

,_,,.,,, sional shock layer species continuity equation. Equation 3.38 is

+_i_ now rewritten as

._. pu _x + _v _Ci _J_ + mi [3.67]_y _y
_

.... where Ji has been substituted back into the equation. Equation 3.67

, can be further simplified when we realize that a no slip stipulation

at the surface implies that u = 0 which gives

0v dC1.dy= _ dJ_dy+ _i [3.68]

-_.',J!. The generation term in thls equation can be expressed as the

sum of contributing effects

_I = Wihomo + _lhet + _isubl [3.69]

where _ihom° Is the net generation of species i by means of homo-

geneous chemical reactions, Wlhet Is the net generation by hetero-

geneous reactions, and _isubI Is the rate of formation of gaseous

=_i species by sublimation.
i

_ Each of the previous terms represents a generation of _ass of

_ :',_t' species I by reaction per unit tlme per unit volume For the abla-_. ,

'_ tor thlq unlt volume contains both gas and solld Thus if Rl is

_.
_; the rate of formation of species i by heterogeneous reaction per

-- (_ _! _,', . c>_ T I I "1 I ' 'i _"t-'TiiC ' ] "] l#,,,_m , • , , , , - _ r_ : ; , , L:F" "

' _ ' ' ' "v ........................"........ " ......................_ ................. ,, ; _ - -_._-._..=_- ..............._....................................................... _i,l,,,b,,_ • _--±_



........................]I ....!!;i..........

[ 74

f" unit of solid surface, A*r' ,ben _ihet is given by the following
I
r equation

_het [3.701

The ratio of Ar/A Ay represents the concentration of surface area,

i.e., the available surface area per unit volume of the reacting

syste_m.

In the subsequent steps of this analysis Equation 3.68 will
,

be integrated across the char interfacea distanceof by which will

define the thickness of a control volume of cross-sectlonal area

A which contains a total reactive surface area Ar. Equation 3.70

can be written in non-dimenslonal form by the following manipulations.

This equation can also be conveniently expressed in terms of char

porosity, e (volume of voids per unit volume), which for anP

_ A_ .*
tsotropic material is equal to (A* r)/A . Thus,

_ihet = RI (I - E_) [3.72]by _I_

In a similar manner the sublimation term can be derived as,

I/_.L_t RIps,_,l (1- _p) 13.73]_Isubl = _A* A_J = :i _y

where fi is the mass rate of subllmation per unit area of solidP"I,_!

BUrface.

Following the ebove procedure, the homogeneous reaction rate

term can be written as

, '_' ................ • --, ., . ,_z_a=zm_-az_rz.__:_zm__mmnfst, '.....................?..........................................' ............__ ...........J._,t
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Wihomo " (m_homo Ep) [3.74]

where _,homo is the net rate of formatlon of species i in the gas

phase.

Having now defined, quantitatively, the total generation term

in the species continuity equation, the integration technique will

be used to define [i in terms of _i" Equation 3.68 can be integrated

as follows :

Ov _ dy = - -- dy +dy (Wihomo + _lhet

+ Wlsubl) dy [3.75]

Substituting Equations 3.72 and 3.74 into the above gives:

f_+ ovdCi-- fY+dJi+ f_+ dy. y- _lhomo

dy
Ay [3.76]

Integrating the above equation noting that ov is a constant $i,,es

D

0v C_ - 0v C_ = J_ + J_ + _ihom ° by + (Ri + /i)(l-._p) [3.77]

Taking the limit as by + 0 and rearranging gives:

_ c_+ a_+ (Ri + /i)(1-_) - _v c_+ o_ I_.78]

Comparing the afore equation with Equation 3.66 conflrm6 our prevlous

surface balance and defines SI, the dimensionless surface generation

ter_, _8:



_i:i̧

_!_i, sl" (Ri+ :i)(l-_p) I_.79]

:--_,'_}::_':_:;>. Although Equation 3.78 is completely rigorous for, all species
which may exist either in the flow field or the char, a more speci-

fic interpretation of this equation can be arrived at for various

types of species which carlbe grouped into distinct categories.

For example: pyrolysis gases (excluding carbon), carbon gas, all

remaining gases, and finally # the solid carbon. A more complete

treatment of how these various categories are handled is given in

Appendix B.

_:')""_::_,,, Energ3 Boundary Conditions: Starting wlth Equation 3.32 the
r_,'_t_ ..

:- energy balance at the surface will be developed in a fashion ana-

i-_ logous to the preceding one for the species equations. Equation

_i!: energy equation in a dimensionless form. This equation
3.32 is the

" becomes (omitting thermal diffusion)

- "_:::: pu "_x+ pv _y _)'-_[k -_y- _ hiJi] By

@ _u

; +:: (uu-_-::..) [3.8o1_y

_:-_:_. Again noting that the tangential veloclty, u, eauals zero at the

'_ surface, Equation J.80 reduces to

[3.81]
dH d dT d

pv _ = d-'y"(k _y) - _" _ h i Jl - dy

v

:< Integrating the above equation across the char surface gives
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dT+

_vH_ - _vH-- [kW- I hi ,T_+ q_j

dT" j_ +-Ikw- Ihi q_] [_.821

The above equation can be placed in a more convenient form using

the following equations. The equation for the total enthalpy is
o

' Hfh+--
2 [3.831

o_:: and, using the definition of the static enthalpy it can be written in
r

terms of the mass fraction, Ci, and enthalpy per unit mass of i,

• hi.

• V2
H - _ hi Ci +-- [3.84]2

Using the above relationships and noting that kinetic energy terms

are small compared to the enthalpy terms and can be deleted, the

• left hand side of Equation 3.82 can be written as

+ c_ [3.851ovI hi ci - _vI hi

The terms on the right hand side of Equation 3.82 will now be

evaluated. Considering the first bracketed term on the right hand

side of Equation 3.82, all three terms in this bracket are to be

evaluated in the flow field and will be retained. The first term

is the conductive heat flux, the second is the diffusive energy

flux, and the third, q;, is the energy radiated to the surface

from the flow field. In the second bracketed ter_ the only tezms

(kd7-.
of importance are the conduction of energy Intc the char _
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and the energy radiated by the surface (q:). The resu] tin_ equ_tlon

after subst_tutlng in these relations becomes

_v _ hi (C_ - C_) + k dT - df.T+d-_ - QRR = k dy

+

- [ hi Ji - qR [3.861

where qR is the energy radiated by the flow fie]d to the surface

and qRR Is the energy radiated by the surface toward the flow field.

The terms with the superscript (-) are evaluated with an ablator

i described in A and B. The with
response analysis Appendices terms

the superscript (+) are evaluated in the flow field analyses.

The above form of the surface en_:_y balance shows the coupling

between the compositions, mass fluxes and surface temperature.

Thus a simultaneous solution of the species surface balances and

the energy surface balance is required.

Momentum Boundary Conditions: If a no sllp condition is im-

posed at the ablator surface, the tangential velocity, u, is zero

for all x at y = O. This boundary condition has been used in the

previous species and energy surface balance derivations. This

condition can also be used in the determination of the surface

pressure from the y-momentum equations, Equation 3.31, yielding

d._P . 0 {3.87]
dy

Integrating Fquatlon 3.87 gives the simple result

P+ = P- [3.88]
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which states that the pressures on both sides of the surfac_ are

_ equal when considering terms In the y-momentum equation that are

first order accurate.

Global Continuity_ Boundary Condition: The global continuity

_ equation is a statement of the conservation of mass and Is a first

order partial differential aquatlon. _ne solution of this equation

..... requires the spec,flcation of the normal velocity at the surface.

More normally the mass injection rate is specified (0v). Figure 3.4
•',_u

shows that the flow of gases (_gVg) to the surface along wlth the

rate of solid addition (_cVr) is equal to the total mass inJec_lon

,_i rate, (OV)wall. Thls same conclusion can be arrived at by solving

the global continuity equation, Equa_l.on3.37, at the surface

...... _ d

d--y(pv) - 0 [3.89]

i _ii_ which upon integrating becomes

 vl- = pvl+ [3.9o1

or

Og vg + 0c vr - 0v wall [3.911 |

_. The terms pgVg and OcVr are determined from the ablator response

;a_ " characteristics.

In summary, the derivation of the wall boundary conditions

has been completed by applying surface mass, energy, and momentum

_"'' balances. These balances describe the interaction of the ablator

_" with the flow )leld. Appendix A develcps the equations which

, describe the ablator response and Appendix B shows the coupling

_ q

_i__.
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that exists between the species and energy surface ba]ances. The

behavior of the flow field is governed by the shock layer equ_tlons

along with its boundary conditions and Inltial condltlorm. To com-

plete the flow fle]d specification, the initial conditions will

now be discussed.

Initial Conditions

t In order to obtain initial values for the shock layer solution,

a reduced set of thin shock_layer equations must be solved at x = 0

along y, the stagnation line (see Figure 3.2). The solution of this

set of equations is important because any distributional shock

layer solution, due to its parabolic nature, is on]y as valid as its

initial values.

The solution of the stagnation line equations by direct methods

has been approached in two ways. The work of Ho and Probstein

(Ref. 3.6) typifies the stagnation region solutions which use

expansions of the dependent variables in x to obtain the stagnation

and near stagnation llne equations. The work of Hoshlzakl and

Wilson (Ref. 3.7) typifies the stagnation llne solutions which

determine the stagnation line equations by formally taking the limit

of the terms in the shock layer equations at x - 0 using symmetry

conditions. The latter method is used in this analysis.

Engel (Ref. 3.8) develops the stagrmtlon llne equations by a

detailed derivation from the thin shock layer equations. The global

_,_i_,, continuity, species continuity, and energy equations are reduced by

taking limits and noting that at x - O, u = O, the species and

energy equations become ordinary differentia] equations. The

,/
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[ x-momentum equation yields a trivial solution in its unaltered

form, therefore the x-momentum equation is differentiated with

I' respect to x and its limiting form along the stagnation line isi
i., determined.

I_ The normal curvature effects are dropped and only first order

terms are kept. The resulting equations are

Global Continuity:

___u -i
2 _x P 3y (pv) [3.92]

J
Species Continuity : I

pv _ -3
_y " _-_ (Ji,y) + _i [3.93]

F I

[ x-momen tum:

• _ [_y _u 3 3u ._u. 2 ,32p,_-_ (_) ] - _v_ (_) + _ _Tx_ + _--Tx_ " 0 [3.94]

i
z-momen tum:

i I

_y 0 [3.95] i
,_> Energy (Enthalpy) : i

o Sc dn dn

• dn J - 2 _ [3.96]

'.,,_,_:_ Energy (Temperature) :

dT

d dT dd_

dT
+ _'Cpt Ji _yy [3.971

I• __ Illlll I



IP

83

Using the nondimenalonal quantitlas-given previously, the

global continuity and momeutum equati,,_s can be placed in dimension-

: less form as follows:

Global Continuity:

2 _x 0 3y (Or) [3.98]

I.. x-moment1_'_!

3u _ 3u 3u 2

(_)) - _vRe _y
". S

32p

- _x 2 = 0 [3.99]

_-momentum:

_ _--ffP- 0 [3.100]
_y

Species Continuity:

dd'_y 1 d_Lt + '"i [3.1Ol]Ov " - Re---sdy

Energy (Enthal_y) :

_v_ +2_v2-. 2 2 (k _hl

_ .:_, _r._ _ _ (Temperature) :

dT [3.103]+_,_:CplJ_d-_
S

..... _. 4 _ ,_ ,, | 1
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The second derivative of pressure term in the x-momentum
o

equation can be evaluated at the shock using the Rankine-Hugoniot

_P

equations if _ is assumed-zero. This pressure term is

-2 2_x2 " [3.104]

For a concentzic shock _ = I. The concentric shock assumption is

usually rather good for hypersonic flow, however in this derivation

_ will be treated as a parameter and thus will be left generalI _x

! Substituting this term into the momentum equation yields
i

1 _ _ _u d _u C(___u)2
S

+ 2 ¢ (i - 0) (_x) = 0 [3.105]

To obtain a more classical f_rm of the momentum equation, a velocity

function is defined

f, _u/_ueo = _im u = a function of y [3.106]
= Tx-_x x_oUs

where

_x _x _ [3.i07]
O

from the Ranklne-Hugonlot equations. Substituting into the momentum

equation yields

i _ (_) - Ov _f' f' 2Res _y _-_ ( )

m

_us,o/_x (_) - 0 [3.t08]

The stagnation line equ,_tloztscan now be transformed usln_ the



, where _n/_x equals zero at the stagnation llne. The resulting trans-
m
_°. formed equations are

_ Global Continult_:

Species Continuity:

6 dr, Rest2 d v__c ) + --c [3.no]

Velocity function:

-I' bU/_ _ (0 v) 5f

_Us,o _Us_o

x-momentum:

! !

o -, d (p_df _ df"_" d-_ _-_)- cv Res d-E +

• Re s _ _ . _u , 2

_ [ 2[ (1 - ¢)(a,__)2_ _,(--/_._6 f ) ] ffi0 [3.112]
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y-moment um:

_, d_e_e= 0 [3.lZ3]dn

Energy (Enthalpy) :

Ov "p'- 3h + 2 p v _v. 5 (0 _h 2 3

Pk
"s¢" _n _n +

,, " S

P

Energy (Temperature) :

dT =i 2 d ( _k dT

+ p Res _2i o Sc dn dn

i •
.o i.

Integrating Equation 3.111 yields

L _u

+ _v=- 2 (_-_) _f [3.1161

,_- Equation 3. 116 can _e used to eliminate Ov from the x-momentum

j '_ !
equation, This procedure results in a third order nonlinear

o

ordinary differential equation.

, .au= ,_) ff,,(.olJf") + [2 Re _2 (-..-._ ] +s a_ ,

+'+ _ Res [ ( -_1 (f') ] = o

[3.11_1 I
I
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The boundary conditions for this equation are

!

f = 1 at r:- 1

!

f =0 at n =0

f- fw- " (Pv)w
2i (_Us,o/_) at n- 0 [3.118]

In addition, Equation 3.116 has a boundary condition imposed on itL

to determine the transformed standoff distance, 8.

f ,,, f ,,, -(Ov)s

s 2_ _u at n- 1
('_) r3.119]

The momentum equation can be reduced to a first and a second order

equation by defining

!

f
_ a _ [3.120]

and substltutln8 into Equation 3o117

(p_)_;" + [2 Res _2 (-_)f+(o1J)'] _;'

:. 2 Res 6 p (i-0) 2
[3.121]

The resulting boundary conditions for Equation 3.121 are:

_ aO at n =0

- iI_ at n - 1 [3.122]

Equations 3.120 and 3.121 can now be solved simultaneously to give

and f. Equation 3.119 can then be solved for the transformed

standoff distance, ,_.

._"......... " ................... L£:..... " i i I I _l
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i°. The foregoing discussion of the stagnation llne equations

_LI. complet, s the formulation for the initial conditions needed in the

=: solution of the thin shock layer equations. The boundary conditions

for the energy and species stagnation llne equations are the very

same as those discussed for the shock layer equations, i.e. the

Ranklne=Hagonlot relations and the surface balances. The shock

layer solution requires one more piece of information to be com-

: pletely specified - the shock geometry. The following section

describes the geometrical relation necessary in determining shock

i= shape.

Shock Geometry

. There are three m_thods which may be used to determine the

shock shape and pressure distribution around the body. First, the

technique used in Reference 3.9 and 3.10 and others can be used.

The shock shape is specified _ priori from which the wall pressure

distribution is calculated as the solution proceeds around the

body. An output shock shape is calculated from the geometrical

relation (Ref. 3.11).

-I
= tan [(d6/d_)/(l + K6)] [3.123] D'

where _ is calculated as a result of the x-momentum solution, This

output angle is compared with the input angle and if the input and

output meet s specified tolerance, the soluticn is said to be

,_!, converged.

The second technique of predicting shock shape involves specl-

lying a wall pressure distribution a priorl. Preferably this dis-

tribution is known from experimental data for hypersonic Mach



numbers. The change in pressure due to radiation coupllng is

Justifiably neglected (Ref, 3.9) s and a shock shape is also assumed.

The shock layer equations are solved around the body and the cal-
6

_, culated and input pressure distributions are comltar,ed_ The shock
o.

shape is then numerically adjusted according to the pressure dlf-

i _ ferences. This calculation is repeated untll satisfactory pressure

........ convergence is obtained.

_ Tha third technique involves a simultaneous solution of the

geometric relation

_ - (I + _) tan _ d_ + _o [3.124]
o

with the shock layer equations. The pressure behind the shock and

the pressure at the surface are c_Iculated as part of the thin

shock layer solution. Only one around the body iteration is re-

• quired for this technique.

The first two techniques have been implemented in a modified

_ version of the computer program described in Reference 3.9 and 3.10.

/_ Unfortunately both of these techniques have severe limitations.

_, The first method consumes a large amount of comp_tter time because

many around the body iterations are necessary to insure convergence.

In addition, each estimate of shock shape must be made by hand.
! "7::", .....

__i_ The second method also consumes a _ of computer tim_ for

- _ the same reason - too many iterations. The second technique does

_, have the advantage over the first that the input and output pzes-

sures are smooth allowing an automatic update of the shock shape

.... by the computer. However, this technique does not necessarily

• satisfy the geometrical differential equation, Equation 3.124.

__,, 1 __ l , I I _1
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_- Engel (Ref. 2.8) concludes, therefore, that since the ftrst two

techniques ar_ subject to undesirable limitation, the third tech-

nique should be implemented.

This section concludes the development of the mathematical

i equations which describe the shock layer surrounding a reentering

blunt vehicle. The solution of these mathematical equations is

taken up In Chapter V where a numerical procedure is developed

• which requires that the thin shock layer and stagnation llne equa-

tions first be llnearlzed. The linearization of these equations.

therefore, is carried out in the next section.

quaslllnearization of Shock Equations

The differential equations can be made linear in the unknown

variables by perform_.ng a Taylor series expansion and truncating

after the first derivative term of the Taylor series. Coupling

between the equations is eliminated in thls analysis because com-

puter storage becomes excessive wlth many chemlcal species. Coupling

between the equations is required for the quasillnearlzatlon techni-

que as defined by Bellman and Kulaba (Ref. 3.12), but the uncoupled

procedure is shown to be computationally superior by Blottner

(Ref. 3.13). Therefore, the present scheme uncouples the conserva-

tion equations.

The thin shock layer equations and the stagnation llne equa-

tlons, wlth the exception of global continuity and y-momentum, can

,_ _, be written in the following general form

_2W _W _W

+_l_ + '_ W + _3 +a -_ = 0 [3.125]

........................... "'" " II llnllnn_lnnnnlli'!..........................



where a , a2, a , and a are the llnearlzed coefficients for

W = _, W = u, W = Ci, W = H, and W = T. These coefflcients are

as follows

x momentum (stagnation line, W = _)

" 2 Re. _2 (._._)
= = f+ (.P._..)'
1 PW PP

P_

o

c_

= 0

x-momentum (shock layer, W = u)

1 ' "2 __R
o. =-- [ (pP) - Re 6 pv- Re 6 u _-_ ]i PP s s

o

"_ =_Rest2..... _u ___.__u+ 2_u __._]
2

PP

Re _2 2~

__ @u i @P _n _u u 6 @n]I 8 [ U + _ I I +

3 pu _)el p i)e: _x _n p

P,e_2u
a = s [3.127]

PlJ _'

,, Species Continuity, W - Ct

a 1 , _ pv - Re _2 u _x ]_' IIg [ e -ReS S

__ _ I
2 _ _Ci ( P

d_
o

2,

.... - .... , .... i,, ,i, , ,, ,,,,J , II
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" Ree_2 _1 _t
• .. [ .;_. (_ci (_y)) ci] [_.12s]

a --Res_2u

where

- 0_/Sc [3.129]

! _. Energy (Enthalpy): W = h 1
I

1 ok 2 ax 2

o. =0
_ " 2

cff }  ltL_ _" 3 2SeRes Cp
O

...._: _+ 2 LqeeSc an" -_ IE

+_ p_u_ +_ua_-_J-

_u _n . pvu, au av
_2 u2-_+(u 2-_. _,_+u._-+

(uv -_+ ) T_

' ¢x =_2 [3.130]
2pk

:;' Energy (Temperature): W = T

i I ' _ _ ___. (_k) - + _ Cp
1 4j,_, _ t '_ ' 1 _ 2 2 l_es an

•. __ _)_.9.n
_-.- 2 ;_x
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¢

i 2 2p-"_" s,o

_2 _i 2u aP _u3 an

i a =--[ Xhl( )+----+----- 2__,,.. 3 2ok _ p _ p _x P

+ 2_.p..._.au2
Res (T_n)]'a2T

e --u Cp _212pk [3.13!]4

Equations 3.125 through 3.131 ca_ be used to numerically solve
!

the shock layer problem. The species and el_,_gy equations can be

_ applied at the stagnation llne simply by noting that the tangential

! velocity, u, equals zero, thus making a zero along with terms in

the energy equation that contain the normal derivative of u.

Chapter V treats these equations further by placing them in finite

difference form and describing the numerical solution procedure.

i: Summar7

:_: The thin shock layer equations have been derived from thei
general conservation equations in vector-tensor notation. The

resulting partlal integro-dlfferentlal equations require two set_

of boundary conditions and one set of initial conditions due to ]

their parabolic nature. The boundary conditions are given at the

bow shock by the Rankine-Hugoniot relations and at the ablator

surface by the surface balances. The initial conditions were

derived from the thln shock layer equations by taking the limit as
"'t_ i,'_ !,

x approached zero which yields the stagnation line equations (along

J

the line of s_etry). The shock layer equations were then

'........................ , " .. "" " i i ,, a , , -'i
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nondimensionalizedj trsneformed, and quasi]inearJzed for ease of

numerical solutlon.

_n order to solve the final set of equatlonsj thermodynamlct

transport, kinetic, and radiation properties must be known. The

next chapter describes how these properties are obtained and gives

the values used in the solution of the equations. In Chapter V

the quasllineartzed shock layer equations are finite differenced

and the method of solution_ stability, and results of numerical

experimentat_on are demonstrated.

,

D
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CHAPTER IV

TRANSPORT, THERMODYNAMIC,RADIATION, AND
KINETIC PROPERTIES

Introduction

.... In the previous chapter the conservation equations were developed

into a form that will be finite differenced and placed into numerl- I

cal solution form in the following chapter. However, first the .. i

'1coefficients in these equations contain not only the dependent

!. variables, but also transport and thermodynamic properties along

with gen&ratlon terms of mass and energy which must be evaluated.

The production or generation of mass is described by the chemical

kinetics of the multlcomponent reacting system. The generation

terms for energy include that due to chem/cal reaction and that due

to radiative heat flux.

It is important to have an accurate description of these terms

in order to have a valid mathematical model. In general, the trans-

port and thermodynamic properties and the chemical and radiation

generation terms are ftmctions of temperature, pressure, and chemi-

cal composition. Theoretical values of the transport and thermo-

dynamic properties for pure components are curve fit and used in

correlation formulas to predict mixture values. These curve fits

P_'+!,', allow a reasonably fast method of computation in contrast to the

more rigorous theoretical computations which are extremely time
_---_G

consundng. This chapter is devoted to presenting the form to be

97 !



• 98

I used in the numerical computation of the transport0 thermodynamic,
klnetlcp and radiation properties of s multlcomponent system. The

: numerical values for the curve fits and kinetic equations are

_ given in tabular form for the ablatlng-flow field system under

consideration.

Chemical Kinetics

The generatJ.o:l of mass in the species equation and the genera-

_,. tlon of heat in the temperature form of the energy equation are

l given by the reaction kinetics of the system. The reaction rate is

I a function of density, temperature, and mixture composition.
ul = _i (p' T, Ci) [4.1]

_ The race is given by the Law of Mass Action as

i! !

]-i k-1 ]-I

: where n is the number of species present and M is the total number

of chemical reactions. The coefficients kfj and krj are the forward

• and reverse rate constants respectively for the J th reaction and are
c

taken as a function of temperature only. The forward rate constant _!_'

has the form

kfj = AfjT Sfj exp [ -Efj/IRT ] [4.3]

where Afj is referred to as the frequency factor and Efj is known

,,I_, as the activation energy. Afj, Sfj, and Efj are constants for each

reaction. The reverse rate constants can be determined from the

equilibrium constant, Keq , for elementary reactions using the

. j...... ...................... .:, _ ._-, , ,
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following relation

• krj - kfj/Keqj [4.4]

_' I! I

_,_-_',_ The stoichiometric coefficients _iJ and _iJ are defined by the

i _ followlng expression for the Jth chemical reaction equation

in n n

!|"_' I II

}_:::: X _ljRi_ X. _lj Pi J =l' . .., M [4.5]

::.i i=l �i=lwhere Ri and Pi are the chemical symbols of the reactants and

F::?

Also appearing in the quasilinearized species equation, Equa-

tion 3.128 is the reaction rate llnearlzed with respect to species

"i". The quasillnearlzed form of the energy equation, Equation

3.131, requires the reaction rate llnearlzed with respect to tem-

perature. _hese quantitiescan be derived from Equation 4.2 and are

.: expressed as follows:

I! I!

.-LI%I.ji

, _ci[-_j=Z (_lj)krjCi 0

._! k#i
!

-[ (_ij)kfjci nj=z k=l [4.e]
k#i

and
!

_JkJ

-- " ( + ).I=l Z _Z2 k-l

l

'_'_!" M n

- [ _i.i("_L+ zrJ ) kfjn o _kJ
J=l T _T2 k=l [4.?]
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i_ These partial derivatives can be analytlcally evaluated If the

-:y chemical kinetics of the system areknown and used in the n,-.erical

i_ _ solution of the species and energy equations for the shock layer.

i _i_,,___ The problem now rests in the speclflcatlon of the che_cal

kinetics that describe the shock layer. There are innumezable

possible chemical reactions that can take place among the air and

. ablation product species that are present in the shock layer 1

_' adjacent to an ablating blunt body. However, to be able to solve

the transport equations, a set of important chemical reactions must

;:_ be selected that accurately describe the chemistry of the reactions

of ablation products and air species. This information is stored

• in the form of a computer Implemented data management file which

i_
presently contains several thousand reactions.

_ It was necessary to examine this extensive set of reactions to

arrive at a listing of most probable reactions. These probable

'" reactions were selected from the kinetic data management system.
_iiL

This set represented a total of 44 reactions involving 28 species.

_ Currently, it is not possible to consider a solution of the trans-

_:_ port equations with this many species and reactions. Therefore, this

i-_ preliminary list was then re-examined for key reactions to repre-

_/_i sent the chemical system. The selection was based on the species

anticipated to have the largest compositions and presumably, there-

.... fore, dominate the energy absorption of the system. These 16 key

• reoctions among 19 species are given in Table 4.1 along with the

reco_..ended values of the rate constants. The forward rate con-

....... stant listed was the best experimental value or was comp,_ted tneoret-

_-_-_ Ically. The reverse rate constant was computed using Equation 4.4
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assmuing the equilibrium constant could be expressed in the form,

Keq = exp [A+B/T] for the temperature range from 3000°K to 15000°K.

The system shown in Table 4.1 includes 16 chemical reactions with

19 species.

In Table 4.2 the previously omitted ablation product and

combustion reactions are given. Shown in Table 4.3 are the addi-

tional air and hydrogen combustion reactions. Some kinetic data

is available for these; but, as a matter of convenience, it has

not been included.

Transport Properties

Generally, investigators in the area of shock layer solutions
._

__ have resorted to the classical Chap_m-Enskog kinetic theory rela-

_ tlons for estimation of the required transport properties. The

_ modification of these relationships to account for polyatomic,

_ reacting mixtures results in very cumbersome equations. In some

_ cases there are atmpliftca_bns which can be applied without sub-

stantial losE_ in accuracy. At this point, it becomes desirable to

opttn_tze between accuracy and computation time. A wide variety of

methods for estimating these properties has been developed in Just

this manner. In this section, a formulation is provided from which

an optimum method to accurately compute high temperature transport

properties with reasonable computational convenience is presented.

These properties, along with comparisons with other investigators,

are developed in more detail by Esch et al. (Ref. 4.1). The fol-

lowing discussion is based on Esch's work.

_ Vlscoslty: The relationship em_1oyed for the prediction of mixture

viscosity is the commonly used Buddenberg-Wllke correlation (Ref. 4.2).

icILaiail_
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t

Table 4.2. Additional Ablation Product and Combustion Reactions

CH4, CH3, CH2, CE Reactions C2142, C2H Reactions

i i. CH4 _ CH3 + H I. C2H 2 + H _ C2H + H2
_i_:,_ 2. CH4 _ CH2 + H2 2. C2H 2 + 0 _ CH2 + CO

3. CH3 _ CH2 + 14 3. C2H 2 + 014 _ C2H + 1420

4. CH2 _ C14+ H 4. C2H + 142 C2 + 142

5. CH2 + 14_ CH 4 H2 5. C2H + 0 _ CH + CO

6. CH _: C + 14 Other Reactions

7. C + 142 _ CH + H 1. C414 _ C3H + C

8. CH2 + 0 _ CO + 142 2. C3H _ C2H + C

CN Reactions 3. C2 + 14 ¢ C + CH

i. 2CN _ C2 + N2

2. CN + 0 _ N + CO i

Table 4.3. Addltional Air and 14ydrogen Combustion Reactions

Air Reactions 14ydrogen Combustion Reactions

I. 02 + M _ 20 + M i° H + 02 : OH + 0

2. N2 + M _N+ + e" + M 2. 0 + 142 =O14 + 14 D

3. NO + M _ N + O + M 3. OH + 142 __1420 + 14

4. NO + O 2 02 + N 4. 2OH _ 1420 �O

5. N2 + O _ NO + N 5. l.l + OH + M 2 1-120+ M

6. N + 0 =NO+ + •- 6. E + 0 + M 2 OH + M
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• The mixture viscosity is calculated from the pure component vls-
< ..

costties with the relation

n Yi ui [4.81

_-1I *ij

". The coefficients III are a function of the pure component viscosi-

_"41. ties and molecular weight ratios.

? : t�:�L" J[,.,] '

°° where the pure component viscosity in this analysis is calculated by

.... the second order polyno_al curve fit

_i " ai + biT + ciT2 [4.10]

=o The above curve fit is obtained using the data from theoretical

_, predictions (Refs. 4.3-4.7). This curve fit can then be used for
d

computer inplementation. A sugary for the empirical constants

_, required for Equation 4.10 is given in Table 4.4.

_ermal Conductivity:. Mixture thermal conductivity is calculated _

• in the same manner as mixture viscosity

!

n Yi ki

k= I n

i-I [ Y:I _lj [4.11]J=l i

where k is the frozen mixture thermal conductivity and _iJ is !

defined by Equation 4.9. As with the viscosity, the pure component

thermal conductivittes were obtained from the theoretical predic- i

t_ons of Refs. 4.3-4.7. Examination of the data revealed that a

....... :_:" .... . , , ,, ,, , , , , ,, , _ i -- II
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Table 4.4

o Empirical Constants for Vlscoslty Cort'elatlon

ciT2 lbm (Ref 4.1)Vi " ai + biT + ft-sec "

Species a x 10 5 b x 10 7 c x I0 "_2 Temperature
i " Range (°K)

"'-- t t i I iit

• 02 1. 693 O. 1496 -0. 2276 2,000-10,000

N2 0.970 O. 1613 -0. 1916 2 DO00--10,000

O 1. 519 O. 1875 -0.2228 2,000-10,000

_'_ N O. 253 O. 2206 -0. 3737 2,000-10,000

O+ 0.0 O. 0500 -0. 1000 8,000-15,000

N+ 0.0 0.0500 -0.1000 8,000-15,000

• 0.0 0.0500 -0. 1000 8 D000-- 15,000

C 1. 997 O. 1772 -0. 3378 5,000-10,000

H 0. 294 O. 0889 -0 • 0811 4,000-10 ,OO0

H2 -0. 079 O. 0791 -0.0886 4,000-10,000

_° CO 2. 404 0. 1363 -0. 2184 4,000- 9 DO00

.. C3 2.019 O. 1179 -0. 1655 1,000- 5,000

CN 2. 404 0.1363 -0. 2184 4,OO0- 9,000

o C2H 2. 404 O. 1363 -0. 2184 4 ,O00- 9,000 II[_

C2H2 1. 396 O.0842 -0. 6939 1,O00- 5 ,O00

• C3H 2.019 O. 1179 -0. 1655 1,000- 5,000

C4H 2.019 O. 1179 -0. 1655 1,000- 5,000

_ d HCN 1.378 0.0965 -0.0948 1,O00- 5.0OO

;i_'_l (', C2 1. 931 O. 1393 -0. 2575 4,000- 9,000

C+ O.0 O.0500 -0. I000 8,000-15,000

, J i , 1
o

!
!

I

................... ..:.......... ;.......... ,........................... • i I ...... .i ........ ..
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linear fit would be satisfactory for accurate correlation.

._ ki - a I + bit [4.12]
i

_"_ A eu_nary of the coefficients required for Equation 4.12 is presented

d in Table 4.5.

_ DiffusionCoefflclegts: In view of the _n_Itlpllcltyof binary

interactions required, it was decided that the following Chapman-

r4 Enskog equation for the prediction of binary diffusion coefficients

would be used (Ref. 4.8).

T3/2[
= 28.28 x 10-? IdI + Mj ft 2

• 2 (1,1) 1,2Mi MjDij P °lJ _ lJ ee-"_" [4.13]

where otj = (o t + oj)/2, the quantities o i and oj being the collision
_(1,1) is

diameters of the interacting species. The quantity, iJ '

the Leonard-Jones collteon integral for diffusion as determined by

the following empirical equation

_- " fl(l,l)= 1.061 , -1.56
• lj (_lJ)

[4.14]

_ These constants were obtained from a curve fit of the Leonard-Jones

potential as reported by Htrechfelde_ t_ Ref. 4.8 for 10 < Tij < _

1000 which includes all species and temperatures considered in the

current study. The quantity Ttjis computed as

_ • T [4.151
TIj = ¢iJ/k

.- where ctj = Ei_, ¢t and _j being the characteristic interaction

energies of e_ecles Iand. J.

i/ •

,. _/ _ .. ,_, . , _, , , iS i I
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_ TabJs 4.5
L

Emplrlcal Conctants for Ther_nalConductivity Correlation

ki = a + bT (BTU/ft-sec-"R) (Ref. 4.1)

T_nperature
Species a-_lO_ b x 10s Range ("K)

.... _ - I I I II % - -- I

02 1.019 0.4901 2,000-10,000

N2 0.654 0.6457 2,000-10,000

O 1.250 0.7092 2,000-10,000

N 1.281 0.8593 2,000-10,000

0+ 26.0 0.0 8,000-15,000

N+ 26.0 0.0 8,000-15,000

e- 26.0 0.0 8,000-15,000

C 2.506 0.7479 ----5,000-10,000

H 2.496 5.129 4,000-10,000

H2 3.211 5.344 4,000-10,000

CO 0.859 0.6233 1,000- 5,000

C3 0.630 0.5804 1,000- 5_000

k. CN 0.859 0.6233 21000-10,000

C2H 1.126- 0.7439 1,000-5,000

C2H2 1.126 0.7439 1,000- 5,000

C3H 0.630 0.5804 1,000- 5,000

C4H 0.630 0.5804 1,000- 5,000

HCN 0.486 0.8714 1,000- 5,000

C2 0.859 0.6233 1,000- 5,000

C+ 26.0 0.0 8,000-15,000

..... _ ......... i I ........ J i ..... _"
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Values for the collision parameters, o i and Ci/k for 02, N2, CD

H, H2, CO, CN, C2H2, HCN, and C2, were obtained from Svehla (Ref.o

i 4.6). Since no data was available for C3, C2H, C3HD and C4H, It_! was necessary to develop correlations based upon slm/la_ species.
Esch (Ref. 4.1) developed the following correlation structures

for the prediction of the co111slon parameters of the above light

hydrocarbon species.

..... Collision Diameter:

oi - 2.69 + 0.0514 Mi [4.16]

Interaction Energy (Cn molecules):

ci/k = -17.0 + 4.02 Hi [4.17]

_: Interaction Energy (CnHn molecules):

¢i/k = -105. + 12.4 Hi [4.18]

The collision parameters for O, N, O+, N+, and e- were estimated from

: the theoretically determined binary diffusion coefficients reported

by ¥un, Welssman, and Mason (Ref. 4.3) and by Yos (Ref. 4.7). The

behavior of C+ was then assumed to be similar to that of N+. A

sunnnary of the collision parameters employed in the present study is

_ given in Table 4.6.

/it

Thermodynamic Properties

The thermodynamic properties of heat capacity and enthalpy ap-

pear in the energy equation of the thln shock layer equations. Data

'i_'_i_,_ for thermodynamic properties was obtained from References 4.9-4.13.

In Reference 4.13 the appropriate species for the shock layer are

presented with polynomial fits for a range of temperature of 300°K

.... . ............... _:._ ............... .......... •.............. i̧ , ¶i_r...... -........_=-_' " _' " - _±_.'._I._
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Table 4.6.

Colllslon Parameters ENployed in the Current Study

Species Mi °i ¢I/k
t [ I ][[

02 32.000 3.467 106.7

N2 28.016 3.798 71.4

O 16.000 7.990 106.7

N 14.008 7.940 71.4

O+ 16.000 _ 220 106.7

N+ 14.008 14.930 71.4

e" 5.486 x 10-4 14.930 71.4

C 12.001 3.385 30.6

H 1.008 2.708 37.0

II2 2.016 2.827 59.7

C3 36.033 4.450 128.0

CN 26.019 3.856 75.0

C2H 25.030 3.880 205.0

C2H2 26.038 4.033 231.8

C3H 37.041 4.600 356.0

C41{ 49.052 5.210 504.0

HCN 27.0_7 3.630 469.1

C2 24.022 3.913 78.8

C+ 12.011 15.000 30.6
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_t_L_*'mm tO 15000°K. The heat capacity of species "i" is expressed in terms

_ of temperature in the followtn S form

_:_

_ CPt = a 1 + a2T + a3T2 + a4T3 + a5T4 [4.19]

The coefficients a 1 through a 5 are stven in Appendix C for the shock

layer chemistry con_tituents. In addition to heat capacity data,

enthalpytherelationiS required. The enthalpy of species "i" is obtained from

298

i " 0

• where hi298 is the enthalpy of formation of species "i". The poly-

nomial form for enthaIpy follows directly from the tntesration of

i Equation 4.20 by substituting in the heat capacity from Equation 4.19.

h i a2T a3T2 a4T3 a5T 4I_" al +T" +-_-" +'_-" +-_ "+ [4.211

i, The mixture values of heat capacity and enthalpy have the simple

relationship

n D

Cp = [ ¥i Opt [4.22]

i i-1

and
n

h = [ Yi hi [4.231
t-1

where Cp is the frozen total heat capacity and h is the total static

enthalpyo
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_-/ Radiation Properties

3 Radiating shock layer analyses can be catagor_zed by means of

R,
the radiation transport model employed, i.e. whether the gas is

treated as transparent, gray, or nongray. In a transparent gas,

_ fluid elements are assumed to emit locally but not absorb radiative

energy. Both gray and nongray gas fluid elements locally emit and

absorb some of the incident radiative intensity that originates

from the other fluid elements in the shock layer. However, the ef-

fect of this self-sbsorptlon differs markedly between a gray g_s

and a nongray gas. The gas absorption coefflclent is independent

of wavelength for the gray gas assumption, whereas the nongray gas

model includes the wavelength variation of the gas absorption coef-

ficient, either approximately or in detali. Tne noL_gray model

_ is the most realistic treatment for atmospheric reentry although it

is also by far the most tlme-consumlng eomputatlonally. In addition,

: each of the three categories can be subdivided accordi_ to whether
_.

or not the gas dynamic flow field is assumed to be coupled with the

_. radiative energy transport. If no coupling is assumed, the computa-

tion of local flow field variables neglects local emission or

absorption of radiation, and the radiative energy flux is subsequently

calculated by integration over the resulting (nonradlating) flow

field density and temperature profiles. The more realistic case is

that of radiative gas dynamic coupling, where the fact that the

flow field variables depend on radiative emission is accounted far.

It is not intended to present a complete mathematical foruu-

• lation of the radiative gas dynamics in this section since a

formulation of this type is given in deta_l by Engel (Ref. 4.14).



113
i

: The following discussion will be more qualitative and will attempt

I_ to Justify the radiation model used in this analysis by comparing

!?i_ ! Investigators. present analysis is a nongray

results with other The

..... radiation model which is coupled to the flow field variables.

The radiative flux divergence (_qR/_y) a_pearing in Equaclon:_- 3.35 is defined as follows (Ref. 4.15):

1  fol
! 4n

- a(y, v) [S (y, v) - I (y, _, a)] dadv [4.24]

0

_'o : where qR " the radiative flux in the normal direction from the body,

_., _(y,_) = volumetric absorption coefficient,

B(y,_) = Plankian radiation intensity,

_,,L. I(y,v,_) = radiation intensity,

d_ - solid angle about the unit vector _,

if'.
_ - frequency.

Wlth given temperature and species profiles, Equation 4.24 can
i

_t. be evaluated theoretically. However, due to the discontinuous nature

of the absorption coefficients, numerical integration is a formidable

task. Typlcal absorption coefficient distributions are shown in

Figure 4.1 to illustrate the extent of this problem (Ref. 4.16).

_ To overcome the numerical difficulties associated with the

integration of such distributions, the frequency ranse is sub-dividedinto regions (bands) in which the discontinuous variations are

averaged. Continuum radiation bands are used to represent wide

regions of continuous radiation while llne bands are used to model the

i _ effects of the various discontinuous (lin,_) contributions. The use

_- of more bands obviously leads to a more accurate representation of
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__ Figure 4.1. Spectral Absorption Coefficient of
Air-Carbon Phenolic Ablation Products
Mixture for P - 1 and T = I(,,O00°K

_. (Ref. 4.19).



115

the radiative process. However, in developing radiation models

for computer _plementation, some compromise must be reached between

computer time and the number of bands.

i_ The radiation model used in the present work is a revision

(Engel, Ref. 4.14) of a coupled llne and continuum model originally

developed by Wilson (Ref. 4.15). This model provides a useful tool

for evaluating the radiation flux and the radiative flux divergence

across a slab of gas containing both air and ablation species.

The existing program (LRAD) contains twelve continuum frequency

bands and nine llne bends. A comparison with a more detailed

model (RATRAP) in Reference 4.17, demonstrated that the existing

analysis predicted total heat flux values to within 5%. The species

considered in the model used in the current study are shown in

Table 4.7.

The radiation model was included in reduced form (air species

• only) in a program called VISRADI which was developed by Spradley

and Engel (Ref. 4.18). Figure 4.2 presents a comparison of dlmen-

sionless radiative heatins rates as a function of free stream

velocity by several investigators. For this no mass injection case

the comparison is quite reasonable. All investigators reported on

this figure have line and cuntlnuum radiation calculations for air

at the stagnation llne. Although this case does not contain the

effects of ablation species, it is a standard for co_@arison of

computational techniques.

Summary

The terms in the thin shock layer equations have now been com-

pletely specified. This chapter has presented the values to be

!.



Table 4.7

Species Considered in LIh_D Radiation Hodel

Continuum and Lines Continuum

C CO

X C2

N C3

O 02

H2

N2

e

, , , -- ,, , , , i
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_m '/I / PS = 1 arm (R'_'25.o,- -
No mass injectiono

o.-

,i .02 40 I i I I I I I
45 50 55 60

Velocity (10": £t/sec)

0 Rlgdon, e__tta__l.(Ref. 4.16)

III Page, et.tal. (Ref. 4.19) I

Wilson (Ref. 4.15)
_ ----=--Esch (Ref. 4.1)

_P

-le•" Figure 4.2. Comparison of Dlmesnlonless Radiative
Heating Rates.

_ _ ,;
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used for the transport properties, viscosity, thermal conductivity,

L and binary diffusion coefficients; the thermodynamic properties,
b..

heat capacity and enthalpy; and the production terms, chemical

_. production and radlaclve enersY productlon. With these properCles

i known, it is now possible to solve the complete simultaneous set of
shock layer equations along with thelr initial and boundary condi-

tions. In Chapter V these equatlons, as glven In llnearlzed form in

Chapter III, are finite differenced, and they are placed in numerl-

ca1 eolution form.

D_
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_ CHAPTER V

_a NUMERICAL IMPLEMENTATION OF THE

SHOCK LAYER EQUATIONS

:2_.

_"_'iI,_ ,_ Introduction' In Chapter III the thin shock layer equations were developed

_ _. into a general quastlinearized form suitable for numerical solu--

'L_"*"; tion. The coefficients (_'s) in these equations are functions of

the local temperature, composition, and pressure. The transport,

_ thermodynamic, kinetic, and radiative properties of the system
6 ..

required for complete description of these coefficients were dis-

,. cussed in the previous chapter. The general quasilinear equations

i,, are a set of parabolic partial differential equations which can be

solved by an appropriate finite difference technique, The

numerical finite differenced form is presented in this chapter

"_ along with a discussion of stability, convergence, and general

.... computational experience. The numerical technique uncouples the

D
finite differenced equations and results in a tridiagonal matrix

_ .... which can be solved efficiently using the Thomas Algorithm.

__ Detailed results are presented in the following chapter using

the numerical scheme described in this chapter for heating rates

-... to an ablation protection system typical of reentry from planetary

missions.
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Coupled Ablation Flo___wwFlel__.__dAnalysis

A simplified flow dlagram of the overall flow field-ablation

analysis, as developed in this study, Is given In Figure 5.1. The

analysis is initiated at the stagnation line or llne of symmetry

on an axisymmetrlc body of arbitrary shape. The major i_put date

consist of free-stream velocity (U.), free-stream deusity (O®)

which is indicative of altitude, body radius (R), and mass injection

rate (RVW). Initial estimates of all other variables and profiles

are automatically developed by the program unless the user over-

rides them. The parameter, mass injection rate (RVW), is varied

until the heating rate from flow field to ablator surface agrees

with the energy absorbed and reradiated by the ablator - in

essence, satisfying a surface energy balance for a fully coupled

solution. The results are punched out on cards f_ t_h_stasnatlon

llne at the free-stream conditions specified.

The analysis proceeds around the body by using the results

from the stagnatlon line as initial conditions. The ablator

mass loss rate proflle is specified as a function of distance

around the body which also determines surface heating rate and sur-

face temperature from the surface energy balance. When the cor-

rect mass loss rate profile ha been selected, this fact wI]] be

reflected by a matching heating rate profile from the flow field.

The program first determines boundary conditions at the bow

_-_r,, shock and the ablator surface. Thermodynamic, transport, and

radiation properties are then calculated using assumed temperature,

pressure, and composition profiles. Subsequently the shock layer

equations are solved y_eldln E profiles of pressure from the



i+!.;-_i,_L I
I

.I 123



124

y-momentum equation, tangential velocity (or velocity function,

f') from the x-momentum equation, normal velocity from global con-

tlnulty, composition from species continuity, and temperature (or

enthalpy) from the energy equation. The shock layer equations

have been uncoupled during the finite differencing procedure

and coupling is then achieved by iteration until all profiles are

converged simultaneously. The finite difference procedures used

to solve the flow field equations are presented in the following

sections.

Numerical Solutions of the Conservatlon Equations

The general qualllinearlzed form for the x-momentum, species

continuity, and energy equations was given In Chapter IIl as

-_2W _W _W

+Ul _n + u W + _ + _ --= 0 [3.125]2 3 4 _

where a equals zero along the stagnation line and W is the depen-

dent variable. Using a three point, variable step size, finite

difference approximation at (s-2) points (Fig. 5.2) across the
i

flow field, the numerical form of the equations becomes

. O
A . -£ [5.1]

m

where A is a tridlagonal matrix of order (s-2). This form readlly

lends--Ltselftonumerlcal solution by a trldlagonal matrix inver-

sion algorithm (Ref. 5.1). The matrix has the form

,, , - | ii I , _t
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m

i -BI cl " _2 - %I-AlWl

A2 BR C2 W3 D2

A3 B3 C3 W4 iD3

_*_ = [5.21

___:. As_ 2 Bs- 2 Cs- 2 Ws- 2

Ds-2 1

As-iBs=l iws-i Ds_l-Cs_lW_

_7

_- The coefficients An,BnDC n and Dn have the following values.

A = 0 (H2n + alH'-)n-n
i-"

t

B " _ (G2n + _i Gn + a2 ) + a4/A_n

, [5.31
*_ Cn = O (F2n + aI Fn)

aN

N --" Dn = Ne [ i + BnWren+ C +I ] - a3 + OA_

where 0 is a parameter which will yield the various finite dif- O
ference schemes as given below:

0 Explicit

O 1/2 Crank Nicolson

1 Tmp]Ic_t

"_ i _,

and the F, G, and H coefficients are obtained from the three

point finite difference formulae (Ref. 5.2).

.... :i"_ii'---_ -' ', ' ,_T'.,.I,_,'-.... --'"-" ::_'_:'":'::'_ " - ill - I - I I " " "
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t t HtBW. Fn W, + C, Wn + Wn [5.4]Brl n n -i

32W 2 2 2
_q'_" Yn Wn+l GnWn + Hn Wn-i [5.5]

The shock layer is divided with a variable Rrid size An and A_

in which the subscript n refers to the q or normal coordinate and

the superscript m refers to the _ or tansenttal coordinate. The

tridlagonal matrix is solved for the dependent W variables at the

(m+l)th body station.

To complete the system of Eqs. (5.2), the boundary conditions

are included as follows:

BIW2_'1 + C1W3m+l . D1 - A1W1m+l

As-I s-2 + Bs-Is_-I = Ds-I- Cs-I s_+I [5.6]

_+i I is the boundary condition at the ablator surface and
where

• Wm+l is the boundary condition of the shock. These boundary con-s

dtttons were discussed in some detail in Chapter III.

Global Continuity

m
The global continuity equation Is a first order partial

differential equation which has one form do_mstream of the stagna-

tion llne and a limiting form at the stagnation llne. The dow_-

stream form is

•"_'i, i _)

r'b_)'_(purb) + @..D.n_ (pu) + P-_'n (pv) - 0 [5.8]• @X _n

and the limiting form at the stagnation line is
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_u i _ (_v) [5.9]

Both of these forms can be solved readily for pv by integrating

yielding

pv = (_v)w _ (purb) + ___n___- _X an (0u dn [5.10]
0

and
,o

=-_ ov (or)w 2 _ au= - dn [5.111
O

Numerically this integration is carried out quite satisfactorily by

a _Imple tr_ezoldal scheme. The transformed standoff distance,
...... i

_. _, is computed at the stagnation llne and around the body using

the respective global continuity equations in the foll_ing _nner

= _ (°v)s-(0v)w
(stagnation) [5.12]

and

• (0v)s- _v)w
= - . [5.13]

['1 1 _ _n _ (_u)]dn
[ rb _ (Ourb) + _x _njo D

The integrals for Eqs. 5.12 and 5.13 are identical to those in

5.10 and 5.11 and are obtained by using the trapezoidal rule

"_ Integratlon. This computed value of _ is then compared to the

' assumed value and a new value is estimated. The calculation is

repeated until convergence of _ is achieved (<0.1%). The actual

standoff distance is then computed from the flow field as



129

Again, the integral Is evaluated using the simple trapezoldal

scheme.

The standoff distance around the body can be calculated by the

followlng geometrical relationship (trapezoldal integration)

6m+1 I_om+l
= (1 + K_) tancd_ [5.15]

The value of 6 from the flow field calculatlon and the geometrical

relation can then be compared to indlcate If numerlcal convergence

has been obtained on shock standoff distance. In practlcej an ¢

profile is assumed and the geometrical relation is integrated using

this assumed profile. The ¢ profile is then updated until input

shock shape (geometrical relation) and the output shock shape (flow

fleld calculatlon) agree within about 2Z.

Calculation o_f_n/_x

The value, _n/_x, appears In the conservation equations and

must therefore be evaluated. The term can be expanded as follows

using the chain rule

_x _y _x

where

• ,_y a [s.17]
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since by definition

dn - _ dy [5.15]
6

" The term _y/_x can be evaluated numerically as

_-Z = ym+l _ ym
_x AX [5.19]

m+l
y is approximated using

m+l _ ym 6m+l

:. y 6m [5.20]

where 6m and _m+l are evaluated from the geometrical relation,

_:_ Eq. 5.15.

If. z-Momentum Equation

The final partial differential equation to be solved is the

y-momentum equation for pressure along the normal coordinate. This

equation is actually an ordinary differential equation when the

...._ thin shock layer approximation is made as in this study. The

transformed y-momentL_ equation becomes

-'t d__P _ u2 [5.21]dn

Upon integrating

f°• - _ u2dn [5,221
P(n) = Ps 1

.:'_r,, which can be solved by a simple trapezoidal method as was the

global continuity.

, .. - . . ....................... --J

..............----'""_,""....i..-..................... - •
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The conservation equations have thus been specified as to

their numerical solution form. Now a discussion of ho_ the boundary

conditions are incorporated follows.

Boundary Conditions

The boundary conditions must be specified at two points since

the conservation equations are second order parabolic equations.

o t
The conditions for this system are given at the shock and the i

ablator surface. First, the method of determining shock boundary i

, I
conditions will be discussed followed by the boundary specification

at the ablator surface.

Shock boundary conditions: The conditions at the shock are

determined by using the Raukine-Hugoniot equations (Eqns. 3.58-3.62).

Chemical equilibrium Is assumed at the shock and an initial guess

of density ratio across the shock wave 18 made. From the density

ratio, enthalpy can be calculated from the Ranklne-Hugonlot rela-

tlons. Temperature is determined from the enthalpy, and the density

ratio can then be calculated using equilibrium air compositions

(from the equil_brium air subroutine, GAS). This density ratio Is

then compared with the assumed density ratio. This value is then _'

updated until convergence is obtained (_O.SZ). When density ratio

is known, the shock pressure, the normal velocity, and the tangential

velocity can be determined from the Ranklne-Hugonlot relatlons.

The temperature and species compositions are products of the chemi-

'Vt _ ,!

cal equilibrium calculatlon.

.... Ablator surface conditions: The boundary conditions at the

ablator surface are a little more compllcated to evaluate than the

, ,, i _ i dh d do li I
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shock boundary conditions. The material response is actually

determined from the solution to a set of nonlinear ordinary dlf-

ferentlal equations which describes the ablation of the plastic

composite heat shield. In this research a Pad_ approximation

numerical technique (CHAR) was used to describe the flow of decom-

position gases through the charred heat shield. The technique is

described in Appendix A along with a discussion of results and

their eventual incorporation in the overall analysis. Essentlally,

the analysis yields heat conducted at the surface of the ablator

as a function of mass loss rate and surface temperature as shown

in Figure 5.3.

The results are input into the flow fleld analysis as

qcond = al T3 pv + a 2 T2 _'Ov + a 3 T3 _v + a 40v [5.23]

Coefficients for aI, a2, a3, and a4 are given in Table 5.1 where

T and Ov are evaluated at the surface.

The overall analysis is initiated at the stagnation llne with

an assumed value-of-mass loss rate (or). From this assumed value

of mass loss rate, the surface temperature (T) can be calculated

• using the Hertz-Knudsen equation as described in Appendix B.

i

T = f (Ov, P) [5.24]

The pressure is determined at the shock from the Ranklne-Hugonlot

equations. The wall pressure is equivalent to the shock pressure

at the stognatlon llne since the thin shock layer assumption has

• been assumed valid.

Boundary conditions have been established for energy (T=Tw),
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Table 5.1

Curve Fit Coefficients for Heat Conducted

Throush the Surface of a Phenolic Nylon Ablator

_ (q - alT3 pv + a2T2 _v + a3T3 _-pv+ a4 pv)

:::_; q in * in I"

"!:_" cal/sq cm-sec BTU_sq ft-,sec

- a1 0.9292 x 10-8 0.1674 x 10 -7

'J : a2 -0.1292 x 10-3 -0.3330 x 10-3

• a 3 0.4268 x 10-7 0.1099 x 10 -6

°_ a4 0.1516 x 104 0.273x x 104

* ': is temperature in °K
_v is mass loss rate in _/sq c._-sec

t T is temperature in °K

: Ov is mass loss race in ibm/sq ft-sec

D

,,,+
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x-momentum (f =0), and global continuity (#v-pvw). The wall values

of species composition remain to be specified. This specification

is made using constant values of wall composition. The values

chosen were determined from the CHAR program at conditions con-

sidered typical of the ablator surface during planetary reentry

:_ (3600"K and 0.04 ibs/ sq. ft.-see, mass loss rate) and are given in

'i'_" Table 5.2_,,_ii_ •
....._,,

:.,_i:, The stagnation line solution can now be determined since the

,i_-_,.._" problem has been completely specified. The solution of the shock
',L',_:,f

.....o- layer equations yields a value of heating rate (radiative + conduc-
o

rive + diffusive) from flow field to ablator surface. This value
_....

must be equivalent to the energy absorbed by the ablator surface

by conduction, sublimation phase change and energy reradlated by

the surface, qw*

_;--- qw = qcond + qsubl + qRR [5.25]

i_: The first term, qcond' is attained by evaluating Eq. 5.23 for the

conduction through the surface. The heat absorbed by sublimation
• phase change, qsubl' is simply the heat of sublimation,

AHvap ('4.4 x 103 BTU/Ib), multiplied by the mass loss rate of

_. solid carbon, (pv)c

qsub] = 4.4 x 103 (pv)c [5.26]

,,_. and the energy reradlated by the char surface is found by applying

the Stephan-Boltzmann equation with an em_isslvlty, c, of 0.66

(Ref. 5.3).

• .
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Table 5.2

Compositions at the Surface of a Phenollc Nylon Ablator*

(Surface Temperature - 3600"K,
Pressure - 1 arm, Mass Loss Pate - .04 Ibm sq ft-sec)

Component Mass Fraction Mole Fraction

1 H2 0.04135 0.2745
2 H 0.0221 0.2934

3 C2H2 0.0589 0.0301
4 C 0.3695 0.1363

5 C2 0.0422 0.0233

6 C3 0.0211 0.0233

7 C2H 0.1388 0.073?

8 C3H I x I0-I0 "

9 C4X I x 10-10 "
10 CO 0.257 0.1219

11 0 0.292 z 10-8 -

12 N2 0. 04951 0.0235
13 HCN I x 10-10 -

14 CN 1 x 10"10 -

15 N 1 x 10-10 "

16 N+ i x I0-I0 "

17 0+ I x i0"10 .

18 C+ 1 x 10-10 -

19 02 1 x 10"10 "
20 e" I x 10"10 "

i i

* Calculated using CHARprogram described in Appendix A.
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_mm

qRR " ¢°T4 = 3,3 x 10"12 T4 [5,27]

o::.• where qRR is the reradlated energy expressed in BTU/sq ft-sec and

_: T is the surface temperature expressed in °K,

._ The surface heating rates from the flow field solution and

Eq. 5.25 can then be compared, If they dlfferp then a new value

_'_i!_i of mass loss rate must be assumed and the procedure repeated. A

_-"_'__' typical solution progression is shown in Figure 5.4. Normally a

:_21:i/,.:,I' reasonably (within 2g) coupled flow field-surface solution can be

F{ i_ i obtained in three attempts in this manner at the stagnation lin_.

! The solution downstream of the stagnation region is coupled

i by assuming an initial mass loss rate profile and comparing heating

_ rates as at the stagnation line. In Figure 5.5 a typical mass lose

profile is shown and in Figure 5.6, the corresponding heating rates

are given. The mass loss rate profile is updated until coupling is

• achieved at all points downstream of the stagnation region.

_,_, Stability of the Energy Equation

_, The energy equation was found to present the most severe

_=_ stability problems of all the conserv_tion equations. Two forms
!&.:_

...."L:L'

_!_: of the energy equation were presented in Chapter Ill - the tempera-

_,, Cure formulation and the enthalpy formulation. Unsurmountable

problems with stability vere encountered when attempting to use

_..-_ the temperature form whereas the enthalpy form _ave excellent
_t _ ,

results when properly "tuned". A discussion of both methods follows.

__- Temperature form: The temperature for_ of the energy equation

proved _o be quite unsatisfactory for reasons of extreme inetabi-

' lity, Initially it was believed that the temperature formulation

/
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!
_ would be more desirable than the enthalpy form since temperature is

i _ a direct result of the solution of the tridiagonal matrix. In
E

I the enthalpy formulation, the tridiagunal matrix solution yields

• enthalpywhich must then be converted to temperature using an itera-,

[
F tion scheme with species compositions at each nodal point. The

!

i temperature formulation, however, rapidly goes unstable with
E

[ _ d Isastrous oscillations which create havoc on thermodynamic, trans-
L
r

I port, kinetic, and radiative properties. Within a few iterations
[ '
t

I the temperature goes negative at some nodal points and at other

'_ points, the shock temperature is greatly exceeded. The first few

! iterations with the energy equation in the temperature form are

J
f shown in Figure 5.7. All attempts to dampen these oscillations
i
C

I were unsuccessful.

I

i The probable reason for this instability in the temperatureI
i

+ " formulation might be in the quasillnearlzed chemical production

i term

[e a2 -.,._-_ (Z h i ) [5.281

This quasilineartzed term should technically include the radiative

flux divergence contribution along with the chemical production

term. Unfortunately, there is no convenient analytical expression

for the partial of radiative flux with respect to temperature. In

an attempt to includt the quasilinesrized radiative flux divergence

,,,_!, into a2, the flux divergence term was numerically differentiated.

The radiative flux divergence is highly nonlinear as depicted in

Figure 5.8. In fact with a slight variation in temperature profile,
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the radiative flux divergence changes dramatically inslde the

flow field. This extreme nonlinearity led to a very unstable

numerical differentiation; and, therefore, a very unstable numerical

solution of the energy equation.

With the quasilinearized part of the radiative flux term being

excluded, _2 is left with only the chemical production term. The

problem with this arrangement is that the primary energy production

in the flow field is not due to chemical reactions but to radiation.

The resulting situation appeared to place undue emphasis on chemical

production which provided for an unstable energy equation formulation.

The energy equation in enthalpy form circumvents these problems as

discussed below.

*- Enthalpy for_.._m: When the energy equation is solved in its

• enthalpy form (Eq. 3.130), the result is a quite stable solution.

In Figure 5.9 the consecutive enthalpy profiles obtained from using

the enthalpy formulations are presented. In Figure 5.10 the tempera-

ture profiles which correspond to the enthalpy profiles are pre-

sented. The results very clearly show a smooth, stable behavior of

the solution.

Comparing the enthalpy formulation of this work with the tem-

perature formulation (equilibrium chemistry model) of Esch (Ref.

5.4) demonstrates the superior stability of the enthalpy formulation

: (Fig. 5.11). Esch reported that when several iterations were per-

=
',,, , formed the solution sometimes became unstable enough that it could

_ not recover. The profile was then manually adjusted and the solution

continued. In the present enthalp_ formulation, manual adjustment
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was not found necessary. Damping of successive iterations was,

however, required as described in the next section.

Damping Coefficients

The conservation equations, especially the energy equation,

41 can be made more stable by the use of damping coefficients. The

solution is thus per_tted to vary only slowly from the initial

:_r guesses profile. Damping was achieved by using ith iteration

values and calculated values of the profiles in the following

manner '
o

Wi+l =dWcalc + (l-d) Wi [5.29]
<

where the damping coefficient, d, is be_een 0.0 and 1.0 and can

be different for each conservation equation. For fast response

• (rapid convergence), the damping coefficient should approach l.O.

This cannot always be done in practice since stability sometimes

F_-..... becomes a severe problem. In case of instability, the lower value

of damping coefficient must be utilized. The best value of damping

i coefficient can only be determined by numerical experimentation

with the specific case and the specific conservation equation in

. question. The most sensitive equation by far in this study was

the energy equation due to its extreme nonlinear production terms

of radiation and chemical reaction. For cases in which radiative

heating was not severe, damping values of 0.5 on enthalpy yielded

reasonably stable solutions, but when radiative heatin_ became

predominant, the damping coefficient had to be reduced to 0.25. t

The species co_tinuity equations are heavily dependent upon 1/

temperature si_lce Lemperature appears in the Arrhen_us form of the i

1

.... , - _J

4,:._--Z__-_ii ............ -- ..... ±.__,'.... , ......................... ! ................. " .......... " r ....
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=_. chemical production terms. Due to the sensitivity that the species

_ exhibited on temperature, convergence was often difficult to at-

_ taln (although stability was no problem) unless the temperature

was damped with the very low coefficient of 0.i. The best results

were obtained when a damping coefficient of 0.25 was used to bring

the solution close to convergence. The damping coefficient was

then reduced to 0.1 to ellm/nate small oscillatlons in the tempera-

tu1"e profile which caused corresponding but slightly more pronounced

oscillatlons in the species profiles. Solutions could then be

obtained in which all profiles were converged to within 0.SZ.

:i_i_ The "best" damping coefficients for the x-momentum and species_ .

continuity equations ware found to be 1.0. The damping coefficient
_._t;

_:_. used for the enthalpy profile was 0.5 (this value directly affects
___..._

: the temperature profile since the temperature is calculated from

enthalpy). Besides damping coefficients on these profiles, a

damping coefficient was applied to the calculation of the trans-

formed shock standoff distance, _ (from global contlnulty)_ as

o follows

_i+l = d _calc + (l-d) _i [5.30]

The value of the damping coefficient used for _ for 0.5. The use

of this damping coefficient on transformed standoff distance

increased stability and made convergence more rapid.

Shock Standoff Distance

The calculation of shock standoff is not as slmp]e as it would

appear at first glance. The calculatlon of standoff distance from
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the geometrical relation of Equation 5.15 requires the spec_flca-

tion of the angle, E, which is the difference between the body

angle and the shock angle (refer to Fig, 3.2). This angle is

also used in th_ calculation of the boundary conditions at the

shock with the Rankine-Hugoniot relations. These shock boundary

conditions in turn alter the flow field solution significantly

thus alterin2 the value of shock standoff distance calculated

from Equation 5.14.

In Figure 5.12 two ¢ angle profiles are shown as a function

of distance around the body. The corresponding shock standoff

distances as computed from Equations 5,14 and 5.15 are shown in

Figure 5.13. The different ¢ angle profiles create only a minor

change in the solution of the geometrical relation (Eq. 5.15)

but the same difference in profiles causes a drastic change in

standoff distance as computed from the flow field solution, Equa-

tion 5o14o This sensitivity of the flow field shock standoff

distance calculation to input ¢ profile causes difficult conver-

gence problems. Because of the difficulty associated with achiev-

ing a converged shock standoff profile, the convergence criteria

was not as stringent as for the rest of the flow field parameters.

A difference of about 2 to 3Z was considered acceptable.

In order to determine the sensitivity of the overall solution

on the correct shock standoff dls_ance, the heating rate profiles

!,_ _, were compared for the two profiles. Results in Table 5.3 using

the two profiles in Figure 5.]2 yielded heating rat_ profiles that

differed by only 0.5% at a body station of _ - 0.7. This result
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0.07 ....

U® = 50,000 ft/sec
= 8.85 x 10-8 slugs/ft3p_

R = 9.0 ft.

0.06

0.05 •

0.04
4.J

----input shock shape (estimate)
o

0.03 • output shock shape
__ converged input shock shape

#t

_1= • converged output shock shape

0.0 I , ,= , I , i , ,,
0.0 0.2 0.4 0.6 0.8 l.O

, tangential body coordinate

Figure 5.13. Convergence of shock shape profile
around the body.
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_: Table 5.3
Insensltlvlty of Heating Rate to Convergence

of Shock Standoff DSstance, _

U_ - 50DO00 ft/sec Heating Rate

• p® - 8.85 x 10-8 slugs/cu ft (BTU/sq ft - sec)

,, _ _ converged _ not converged

0.0 182.2 182.2

_ . 0.2 163.1 163.1

_',_.. O. 4 114.5 114.3

0.6 58.1 58.0

0.8 24.2 24.0

-'__.

#' ;ty J ,! ),

ii| -_
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indicates that the solution is essentially insensitive to shock

standoff distance.

The specification of the shock stand-off distance does appear

i to affect the speed of convergence. Nhen the incorrect angle pro-

,ol file was used, the solution took 150 minutes of computer time

!i (IBM 360/65) to reach a body station of _ = 0.6; and when the cor-

rect angle profile was used, the solution time took only _0 minutes

of computer time to reach a body station of _ = 0.9.

The results from this study indicated that a highly accurate

profile of shock angle was not completely necessary for an accurate

_ solution of the heat load on the ablation heat shield. Comparable

results were obtained by Moss (Ref. 5.5). However, the closer one

can approximate the correct profile, the seemingly more efficient

is the utilization of computer time. Using this result as a basis,

therefore, relatively little emphasis was placed on convergence of

shock standoff distance.

Initial Profiles

The specification of initial profiles was made along the stagna-

_,, tion line using the following (°V)w _

Ov = n2[(pv) s - (or)w] + [5,31]

!

f i i [5.321

Ciw pv < 0

_f,', Ci

__Ci_ 0v > 0 [5.33]
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T-Tw
= fs.34]

T-Tw T;-T'

;' where T' is an Internally guessed profile for nondimensional
!

!:_ temperature as shown in Figure 5.14. This profile can be input-,

if:',-_ by the user if a better idea of its shape is known. In all cases

_''_i_!: studied, it w_ found that the solution converged satisfacto_ily

_'!_i" using the temperature profile in Figure 5.14.
.... : .

_i / It was found from experience that the species profile esti-
! mates in Equation 5.33 yielded negative values which when used to

i calculate teanperature from enthalpy, yielded an unstable tempera-

ture profile. This problem was solved by iterating a number of

times with the species contLnuity equation alone (no energy or

_ momentum) and using absolute values of species composition. The
i

i,, species profiles eventually lined-out and the solution could pro-
i'

_ ceed normally. A satisfactory number of iteratio_ was found to
i
_"" be 50.

i__:_: - line TheeredeterminedtnttialguesSeeasfollows°fprofiles dovnstreem of the stagnation

: ' -- -- = -- -- [5.351
%- v _m• re= % _m+l

! f

._ f (_m+l) - f (_m) [5.36]
• ,,r

Ct (_m+l) = Ci (_;m) [5.37]
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_ : The solution iterates at each body station until convergence is

_ attained and then proceeds to the m+l th body station with initial

guesses as given in Equations 5.35 - 5.38.

o _. Interatlon Sequence

_ The iteration scheme used in this study is shown in Figure i

5.15. With initial estimates of the flow field variables the radla- !

tlve flux divergence was computed in LRAD. The normal and tangen-

tlal velocity profiles along with the transformed shock standoff

,, distance were then computed by converging simultaneously on the ,:

.... global continuity, x-momentum, and y-momentum equations. Conver-

gence was assumed when the tangential velocity profile change by

less than 0.5% and the transformed shock standoff distance changed

by less than 0.1%.

_ The species continuity equations (SPECIE) were then solved

" with five consecutive iterations. These multiple iterations were

found necessary to stabilize the solution since it appears that

the species equations have a much slower response than the energy

equation. If the species solution is not allowed to keep pace

_,,, !j with the energy solution, stability problems are encountered when

the temperature profile is computed from enthalpy and species pro-

files. The problem soon compounds itself and the solution wanders
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Into oblivion. Five iterations on species continuity for every
J_

Ii iteration on energy proved quite satisfactory.

The energy equation (ENERGY) was then solved In enthalpy form.

The enthalpy profile thus obtained was used Jn conjunction with

the species profiles to detet_tine a temperature profile. This

cycle of x-momentum, y-momentum, global, species, and energy was

repeated five times using the same radiative flux divergence pro-

°
file in the energy equation. The flux divergence profile was then

updated and the sequence repeated until convergence of the overall

• analysis was achieved.

_;:. Conver&ence

Convergence must be satisfied on two levels -- first, the
7

r_ SOlUtiOn must agree from one iteration to the next, and second,

the number of nodal points used must be sufficient to glve the

true solution. Both of these convergence criteria are discussed

below.

Iteration convergence: Initially, an attempt was made to

require all the profiles to be within 0.SZ of each other on con-

secutlve iterations before converged was assumed. Computer tlme

using this convergence criteria, however, became astronomical. An

alternate convergence criteria was then used which stipulated that

heat flux from flow field to ablator agreed within O.57 on con-

secutlve Iterations. The heating rate, after all, is the factor

"_tf ['r

: that determines the rate at which the ablator loses mass - the

direct purpose of this research. Reasonable computation time was

experienced using this convergence criteria.

T

I
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•_- Nodal convergence: The shock layer equations are a set of

parabolic partial differential equations in two dimensions. The

+. finite difference grid, therefore, has two spacings - one the

normal coordinate and the other the tangential coordiante. Con-

_++i:.+,_ vergence must be demonstrated for both coordinates. The finite

i,i)_+ difference grid system was shown schematically in Figure 5.2 where

_++, _+ n is the normal coordinate nodal point and m is the tangential

. coordinate nodal point.

Convergence was in the tangential direction by
verified

+_++- halving the stepslze from A_ = 0.2 to _ - 0.I and the heating

.....i rate profile was examined (since this is the most important variable

in the analysis, and it determines mass loss rate for the ablator).I

._. This profile was used for the convergence criteria, and the heating

@=++ rate profiles differed by less than i_ for the two stepslzes In-

vestlgated at a body station of _ = 0.8 as indicated by the com-

parlson of results in Table 5.4. This result implied that con-

._ vergence had been attained so a step size of At = 0.05 was used in

all subsequent analyses.

Each (Ref. 5.4) showed convergence along the stagnation llne

by approxlmately halvlng the step size (126 points versus 59

poln_). He demonstrated that the profiles of dependent varlables

remained essentially the same. The flow field analysis by Each

was very similar to the present flow field analysis in that it

_ ,.+_ was the solutlon of the reacting, radiating, viscous flow equations.

_I The present analysis also used the same numerlcal technique as used

by Each. The major differences are that gsch's analysis was only

for the st_gnatlon llne, it used equilibrium chemistry, and it

t
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Table 5.4

° Nodal Convergence in Tangential Direction

,, U® - 50,000 ft/sec Heating Rate Results

0®" 8.85 x 10-8 slu_s/cu ft BTU/sq ft.-see

_ At - 0.i _ - 0.2

0.0 182.2 182.2

0.2 163.1 163.0

0.4 114.5 113.8

0.6 58.1 57.8

0.8 24.2 24.0

o_
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solved the energy equation in temperature form. The present ana-

lysis applied to the entire flow field in which nonequillbrium

chemistry was employed, and the energy equation was solved in

its enthalpy form. These differences did not significantly alter

the validity of the numerical solution, but they did significantly

affect computational time and core requirements. Convergence was

therefore established by calling upon the Lax equivalence theorem

(Ref. 5.6). This theorem states: "Given a properly posed initial

boundary value problem and a finite difference approximation to

it that satisfies the consistency condition, then stability is the

necessary and sufficient condition for convergence." The finite

difference equation is said to be consistent (compatible) with the

differential equation if the local truncation errors tend to zero
L,

_ as h, k _ 0. The explicit and Crank Nicolson formulae are compatl-

/ ble (Ref. 5.6). Since the Crank Nicolson method was used in this

analysis, and stability had been achieved, it can be argued that

convergence has been attained based on the Lax equivalence theorem.

Summary

The numerical formulation of shock layer equations h_s been

specified in this chapter. Using the a coefficients developed in

Chapter III and the flow field properties (thermodynamic, transport,

kinetic, and radiative) developed in Chapter IV, results can be

• achieved for a wide variety of cases.

In this chapter numerical incorporation of the boundary con-

ditions was discussed along with stabilltv, convergence, and

numerical experience with the numerical technlques. It w_s

/

4
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/ concluded that the energy equation could be most east!y solved

in its enthalpy formulation with proper use of damping coefficients.

,3 .... The temperature formulation of the energy equation leads to a highly

unstable solution which appears impossible to control. Convergence

:_ to a true solution was shown by calling upon the Lax Equivalence

Theorem. The shock standoff distance demonstrated severe sensiti-

vity to shock angle, ¢, but this was shown to have an iusiguiflcant

effect on the overall analysls.

The next chapter will use the numerical procedures presented

in this chapter and investigate heating rates and mass loss rates

• for the flow field around an ablating blunt body (phenolic-nylon

_ .. ablator).
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CHAPTER VI

RESULTS OF THE SHOCK LAYER ANALYSIS

Introduction

The ground work has been laid in the foregoing chapters for the

results presented in this chapter. All the assumptions pertinent

to obtaining the results presented here were discussed in Chapter

III where the conservation equations which describe the flow-fleld

were developed. The species and momentum conservation equations

have the form of a set of parabolic partial differential equations

. and the energy equation takes the form of an integro - partial dlf-

ferential equation. In Chapter IV, the thermodynamic, transport,

and radiative properties of the flow field were discussed along with

the chemical reactions taking place in the flow field. This work

was based on the development of a useful analytical tool to be

applied in the determ/natlon of the heating load on a manned

reentry space vehicle. This reentry vehicle is to be equipped with

a heat shield made of a phenolic nylon composite capable of sus-

taining velocities of earth entry on return from planetary missions

such as Mars. Typically, a reentering spacecraft will make contact

with th_ earth's thin upper atomosphere at about 55,000 feet per

,. second. When the craft encounters the denser air at low altitudes,

it will be slowed by the frlctional drag of the atmosphere thus

_ reducing its kinetic energy.

_.65
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The rcsults presented in this chapter will be for sl_:key points

along the reentry trajectory. The reentry body was taken to have

a spherical shape with a nine (9.0) foot radius which is typical

of the Apollo spacecraft, Heating rates were determined at the

stagnation llne for these six cases and downstream heating was

determined for four of these six cases - all of which were coupled

to the ablator by a surface energy balance. These six cases _

required more than i00 hours of IBM 360/65 CPU time. A study of

chemical reaction rates in the flow field was also performed which

demonstrated a marked effect on the heating load on the ablator.

After the stagnation line heating rate resu]ts are presented

in this chapter, a comparison of the stagnation line is made with

several other investigators. Around the body results are then

presented followed by a discussion of chemical reactions in the

shock layer. The chapter closes with a discussion of computer

limitations and other difficulties encountered in the analysis.

Stagnatlon Region

The stagnation llne solution is important, not only because

this is normally the region of peak heating, but also because this

solution is required as initial conditions for the solution of _he

flow field around-the-body. Conditions for tho six coupled stagna-

tion line cases run for this investigation are given in Table 6.1.

Heating rate results are shown in Figure 6.1 and Table 6.2 for

l_'_II_' these cases. The trajectory along which these conditions exist is

shown In Figure 6.2. All six cases were coupled to the ablator by

a surface energy balance as described in Chapter III.
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Note in Figure 6.1 that, as the vehicle first encounters the

earth's atmosphere at a high rate of speed (55,000 feet per second),

the heating load on the protective heat shield is low. As reentry

: proceeds, the capsule slows down but the load on the heat shield

-:_ attains a maximum at around 50,000 to 51,000 feet per second. The

-- heating rate then decreases as the capsule is slowed further. The

reason for this phenomenon is that the upper atmosphere first

...._' encountered at around 247,000 feet is an extremely low density

layer (7.5 x 10-8 slugs/c.ft.). The amount of frictional heat i

°;_i' developed in this region is therefore only minor and the capsule is

slowed only slightly. However, as the vehicle encounters the

_ denser earth atmosphere at lower altitudes, the frictional heating

• becomes more intense. On this trajectory the capsule is slowed

-_,_ from 53,000 feet per second to 50,000 feet per second while travers-

ing densities of 2.5 x 10-7 to 6.5 x 10-7 slugs per cubic foot.

• At an altitude of 193,000 feet where the density is 6.5 x 10-7

, slugs per cubic foot, the capsule is then slowed rapidly to a

I ,

_ point where the heating load becomes much less severe. Results

,m

_ show that the stagnation heating rate is only 900 BTU/sq. ft.-sec._ _'

at a velocity of 40,000 feet per second and an atmospheric den_Ity

_:'_ of 6.5 x 10-7 slugs per cubic foot -- 41% of the heating rate at

50,000 feet per second. The heating rate will fall off e_,enmore

as the capsule slows further at this same density (see trajectory

curve of Figure 6.2).
o._ .

In Figure 6.1 the primary heat absorption mechanisms of con-

_ duction and _ublimation of carbon along with reradlated energy are

shown for the energy reaching the ablator surface. The magnitude
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of all the heat absorption mechanisms increases as iota] heat

absorption increases but the fraction of energy accomodated by

each mechanism changes through the trajectory.

At the low heat load conditions experienced at 55,000 f_/sec.,

for example, subllmatlon only accounts for 4% of the heat ahsorbed,

(Figure 6.3), conduction accounts for about ii% and reradlatlon is

the dominant heat transfer mechanism in reradlatlng 85% of the

heat reaching the ablator surface. Conversely, as the heat load

increases, the fraction of energy reradlated decreases and the

mechanisms of conduction and sublimation account for a much more

substantial portion of the heat absorption. For instance, at the

maximum heating rate conditions experienced during the trajectory

(about 50,000 ft/sec, and 193,000 feeO, the energy reradlated is

only 30% of the total energy reaching the capsule surface. Con-

duction and sublimation account for 42% and 28% respectively at

these peak heating conditions. This fact means that the heat

shield is losing mass at a much faster rate. The mass loss rate !

is shown in Figure @.4. It is seen to be characteristically

similar to the heat load profile.

These stagnation llne results are the first attempt made

which In,_rporate both nonequillbrlum chemistry and detailed llne

and continuum radiative transport in the calculation at severe heat

loads. Until now all analyses performed have been for equllibrlum

:,,,: or non-radlatlng flow. The results depict the solution along a

typlcal reentry trajectory for manned Interplanetary missions.

Points were chosen on the trajectory which represent tVplcal heat

Ioad_ on an ablative heat shleld at the stagnati_n point. PrevlousIF

IJ

O_
'4,

'>" ..................... c;j
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I'i 175analyses were performed along similar trajectories using the simpler

equilibrium chemistry approximations. Nonequillbrlum analyses were

generally not attempted in this regime since the results are not

accurate when radiation heating is not included. This analysis is

also the first to couple a nonequilibrium shock layer to a nonequili-

brium charring ablator.

I'i The following section shows a comparison of the heating results

!" from the present investigation with equilibrium results from previous
il
i
E_ investigators. A comparison is also made with a low heating load

!_ case of Perez (Ref. 6.1) which included nonequilibrium chemistry

_ and radiative heating.

comparison with Other Stagnation Line Investisators

_ In Table 6.3 is a llst of results for the present investigation

along with a comparison with previous Investigators for conditions

i of low radiative heating to the ablator. These results are shown
[

i for the stagnation llne with a phenolic-nylon ablator.

The present investigation used finite rate chemistry whereas,

with the exception of one case run by Perez (Ref. 6.1), the rest

of the analyses assumed equilibrium chemistry. The reason for this

comparison with equilibrium chemistry is that there are no other

finite rate analyses including radiative heat transfer. The only

conditions for which a direct comparison can be made with Each

(Ref. 6.2), Engel (Ref. 6.3), and Perez (Ref. 6.1) is a freestream

velocity of 50,000 feet per second, a freestream density of

8.85 x 10-8 slugs per cubic foot, and a blowing rate of 5% of

freestream with a phenolic nylon ablator.

• _, ,• • • •-=:=m_

L;

,......
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_:, Table 6.3

Comparison of Moderate Heating Rate Results at the Stagnation Llne
(Phenolic Nylon Ablator)

,Z
o

U = 30,000 _t/sec p® = 8.85 x 10-8 slugs/ft3,pv = 0.05P W

_" Reference Chemist-7 (BTU/f t2 -sec)

Present investigation Nonequllibrium 121

Perez (Ref. 6.1) Nonequillbrium 121

Perez (Ref. 6.1) Equilibrium 340

Esch (Ref. 6.2) Equilibrium 349

..... Engel (Ref. 6.3) Equillbrium 305

O_L..

,i

' _o

,!'_t , ? ,

o
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To verify the validity of tha present analysis a comparison was

made with the nonequilibrium results of Perez (Ref. 6.1). Both
_..11:

!_:_II':" analyses predict 121BTU/sq ft-sec for the case shown in Table 6,3

which is excellent agreement. The analysis of Perez can be validated

ii_ by comparing his equilibrium results a: these same conditions to

the work of Esch (Ref. 6.2) and Engel (Ref. 6.3). His radiative

!

i :_: heating results (qR = 340 BTU/eq ft-sec) compare very faborably with

o_ the analyses of Esch (qR = 349 BTU/sq ft-sec), and Engel (qR = 304
i

i_, BTU/sq ft-sec). Perez used identical equilibrium and nonequilibrium

numerical solutions of the conservation equation to those of Esch

_ and Engel except for the solution of the species equations. Actually,

a comparison with Esch is more meaningful since in both these analyses

o. the species equations were actually solved whereas Engel used a step

function model of elemental compsoitlon across the diffusion zone
o ,

(discussed in Chapter II).

Perez's equilibrium results differ with Esch by less than 3Z

for a very favorable agreement. However Perez's equilibrium results

_,:i. are about 190% higher than the nonequilibrium results. This was the

_ first time nonequilibrium chemistry and radiative heating effects

were included simultaneously in a shock layer solution. The results

_i_ show that nonequllibrlum chemistry effects can significantly effect

_ : ; the heating rate to a phenolic nylon ablator during reentry.

,::" Direct comparisons between investigators are d_fficult if not

_i,_,_,/, impossible at high heat loads for several reasons. Analyses have

been performed for widely different radiation and chemistry models,

_ - and different ablator composites. The result is that lack of agree-
'i

ment is not only probable but expected.
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For higher heating loads at denuer atmospheric conditions, the

results from Case 3 of the present _.nvestigation were used for comparJ--

son with equilibrium analyses of other Investigators as shown in

Table 6.4. The blowing rate of pvw = 0.I shown In Table 6.4 was a

r case run in the process of attempting to couple Case 3 to the abla-

tor. It should be noted that the results reported in Table 6.4 are

for solutions which are not coupled to the ablator by a surfacep:

energy balance with the exception of Chin (Ref. 6.4). At 52,000

feet per second, this case has a higher freestream velocity than the

I
other cases shown at 50,000 feet per second but because of the

lower freestream density (5.0 x 10-7 slugs per cubic foot), the

i kinetic energy is within 7% of the cases run at 5.3 x I0-7 slugs

per cubic foot which means that the energy absorbed in both cases

should be the same order of magnitude. This io the case, and Chin

obtained 1445 BTU/ft 2 aec as compared to 1820 BTU/ft 2 sec in

this work.

The nonequilibrlum results at these high heating rates could

be postulated to compare quite faborably with equilibrium analyses

I since it is _heorized that equilibrium is approached at these severe

(high temperature) conditions. The radiative heating results of

Garrett (Ref. 6.5) at a blowlng rate of 0.i, qR = 2455 BTU/sq ft-sec,

are about 35% higher than the heating results of the present investi-

gation at the same blowlng rate, qR = 1820 BTU/sq ft-sec. Although

the nonequilibrium heating rate is appreciably lower than equili-!% _,,,

brium for th_s case, the difference is much less than the previous

low heating rate case (35% vs 190% difference). This fact lends
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credibility to the ass_ptlon _hat equlllbrl_ ch_Istry can be

used as an accurate _proxlmatlon at the higher heating rates.

_e equilibrium analyses of Garrett (Ref. 6.5) predicts a

_ radiative heating rate of 2253 BTU/sq ft-sec at a reent_ velocity

of 50,000 feet pez second, an atmospheric density of 5.3 x 10-7

_ slugs per chic foot, _d a wall blowing rate of 0.2. _gdons

et al. (Ref. 6.6) attained si_lar results in predicting a radla-

i tlve heating rate of 2350 BTU/sq ft-sec at these sa_ conditions.

: _e difference in these _o analyses is only _out 4%. In contrast

_ tO these results, S_th, et al. (_f. 6.7) studied these Identlcal

conditions and determined a radlaulve heatlngrate of 2856 BTU/sq

ft-sec whi_ is 22% greater than either Garrett or _gdonp et al.

i' _e ma_or reason for this dlscrep_cy appears to be the radiation

model used by these investigators. S_th, et al. have neglected

to include atomic llne _sorptlon for the hilly _so_ing carbon

species. _is fact accosts for the over-predlctlon of heating
J

!. rate by S_th, et al.

k co_arison of the present nonequilibrl_ results with Oarrett

and _gdon, etal. sh_s that the nonequilibrium prediction is _[b.

_bout 24% l_er than these equilibrium results. A greater dif-

ference is seen between the nonequtlibrium case and S_th, et al.

but the reason for this is that ca_on atomic lines were included

:i
in the nonequtlibrium radiation analyses _ereas S_th, et al.

:,,_,!:, o_tted this _sorption mechanism in his _alysls.

A co_arlson of the present results with the equilibri_ ana-

lys_s of Esch (Ref. 6.2) and Engel (Ref. 6.3) are also shown in

Table 6.4. Flight conditions for the equillbri_ runs were 50,000 1
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feet per second, 4.5 x 10 -7 slugs per cubic foot, and 0.2 blowing

rate. Again these flight conditions differ from the noneq_lillbrium

case but are close enough for comparison purposes. The radletive

heating rate predIL_ed by Engel was 1661 BTU/sq ft-sec which is 8.7%

lower than _he 1820 BTU/sq ft-sec from the present analysls. Each

determined the radiative heating rate to be 1816 BTU/sq ft-sec

yielding only a 0.2% d±fference. The comparison with Each is more

[ realistic since he actually solved the equilibrium species continuity

equations whereas Engel assumed a step function of elemental com-

positions across the stagnation point. The fact that blowing rates

are different (0.2 for equilibrium and 0.i for present nonequilibrlum)

does not affect the results very significantly (probably less than

10%) since Engel demonstrated in a parametric study that the effect

of increased blowlng ra_- -5ova 0.i is not very great on radiative

heating. The agreement between the present analysis and Each is

then seen to be excellent despite the differences in condltiovs.

The results presented at 50,000 feet per second, 3.45 x 10.7

slugs per cubic foot, and 0.076 blowing rate were included for

completeness. These conditions are much less stringent than the i
52,000 feet per second, 5.0 x 10.7 slugs per cubic foot, and 0.I

blowing rate for the nonequ_brlum case. The radiative heating

rates of Chin (Ref. 6.4), 1445 BTU/sq ft-sec, and Garrett, et al.,

1423 BTU/sq ft-sec, are very close to each other in contrast to

I,,_!, the 1925 BTU/sq ft-sec predicted by Smith, et al. The kinetic

energy for the equilibrlum cases is seen to be 36% lower than the

nonequilibrium case (1820 BTU/sq ft-sec) but the heating rates are

only about 25% lower for Chin and Garrett, et al., and 5.8__

"...... - .... - , I II
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for Smith, etal. Again the reason for the large discrepancy between

Smith, etal. and other investigators is believed to be due to

differences In radiation data.

In smmnarizin8, radiative heating predictions from the present

nonequilibrlum investigation are identical to those of Perez

(Ref. 6.1) who did a nonequilibrlum study at 50,000 feet per second

and 8.85 x 10-8 slugs per cubic foot. Perez's numerical solution

was verified by comparing his equilibrium results at these same

conditions to the equilibrium results of Esch (Ref. 6.2) and Engel

(Ref. 6.3) yielding less than 11% difference with Engel and less

than 3% difference with Esch.

At higher heat load conditions, comparisons were made with

equilibrium solutions at slightly different conditions. In general

the results from the present investigation agcee quite well con-

sidering the fact that equilibrlumand nonequilibrtum chemistry were

used and flight conditions were not identical. Heating rate pre-

dictions for nor,equilibrium chemistry in the present investigation

is consistently lower tha_ equilibrium predictions by other investi-

gations. This phenomenon is due to the differences in species

profiles across the sh_ck layer as will be shown later in a dis-

cussion on kinetics.

Around the Bod_Results

Six coupled solutions were obtained at the stagnation line

using nonequillbrium chemistry and were presented in Figure 6.1

and Tables 6.i and 6.2. Of these six cases, four cases were con-

tinued dc_mstream using the stagnation line results as tnttis]
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conditions. The shock lay=r, was coupled to the ablator surface

at all points around-the-body using the blowing rate profile.

Heating rate profiles could then be compared with ablator response

heating rates to insure a coupled solution. Only four of the six

stagnation line cases wer_ run because of the immense computer time
o

required. For instance, Case 4 took four hours of CPU time to

reach a downstream point of _ - 0.30. _ more complete discussion

of computer time is provided at the end of the chapter.

In Figure 6.5 a plot of nondlmensional blowing rate versus

around the body distance is presented. The blowing rate is non-

dimenelonalized with the stagnation line blowing rate, (pv) _ - 0.

Dimensionless heating rates are presented in Figures 6.6 through

6.9 for cases I through 4 using the blowing rate profile in

Figure 6.5. The heating rate is nondimenslonallzed with the stagna-

tlon heating rate, qSL' for convenience. The ablator-flow field
I

coupling was found to be excellent, differing by less than 3% i

along the wall using the one generalized blowing rate profile with I

the exception of Case 1 where the flow field and ablator solutions

diverge downstream of the stagnation llne where a difference of _

16.3_ was observed. The blowing rate profile could have been

altered until the ablator-flow field solutions matched for Case 1

but this would have required more computer time (approximately four

_ to six hours of IBM/360/65 CPU time). The expense of the computer I

time was deemed too great in view of the fact that Case 1 is not !

a high heating rate case since the stagnation llne heating rate

is only 22_ of the maximum heating rate investigated (Case 4).

L In addition, the difference in heating rate at the downstream
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point of _ = 0.45 between ablator and shook layer solutions is only

i_.3% which is not that great a deviation.

The shock layer results for the various cases run were obtained

farther downstream for some than others. The reason for this is

tha_ some cases are more difficult computatlonally than others and

therefore computer time becomes a major factor. The high heating

rate cases of Case 3 and Case 4 were the most time consuming. For

Case 3, a downstream value of _ = 0.35 was reached, where for Case 4,

a downstream value of only 0.30 was reached. Over four hours of

computer time was used for each of these cases to reach these

downstream, points. The heating rate severity appears to be a

measure of the computational difficulty.

An interesting result of the around the body analysis is that

one blowlng rate profile can be used to describe all of the points

on the reentry trajectory reasonably satisfactorily. What this

means is that given the mass injection rate at the stagnation line,

an estimate of the downstream mass loss rate can be made using

Figure 6.5. The total mass injection rate, m, can be estimated using

the following relationship

- (PV)sL 2_ Cw _ d_
0

which is the mass flux from the ablator integrated over the ablator

surface area. The mass flux at the stagnation line (PV)sL, can be

P_!, determined from Figure 6.4 and the nondlmanslonalized mass fluz

around the body, Cw' is the function in Figure 6.5. The value of

the integral is a constant. By knowing the time elapsed at each

point along the trajectory, the total mass loss for reentry, m, can
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Around the Body.
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be estimated as

0

o

or

_N

The result of the solution of the integral equation is the

total mass loss from the ablative heat shield from the stagnationpoint

_° to a radius _ between initial contact with earth's upper atmosphere

i _ and some elapsed time "t" All that is required now is a time plot

i .... for the trajectory and the solution could be completed.

In Figure 6.10 the wall surface temperature profiles are shown

_ for the four around the body cases. These surface temperatures

were calculated using the Hertz-Knudsen analysis described in

_ Appendix B. The wall temperature is seen to decrease gradually
o

as the solution progresses downstream. This decrease in temperature

is due to the two factors of decreased surface pressure and decreased

heating rate.

Temperature profiles for _tagnation line and downstream points

_ - 0.30 and _ - 0.45 are presented in Figure 6.11 for Case 3. The

profiles are very similar although the temperature gradient at the

wall increases slightly as the solution proceeds downstream. The

! _ same kind of results were obtained for the other cases.

A comparison of around the body heating results is given in
°,i.

Figure 6.12 between Case 4 of the present analysis and those of

Chou and Blake (Ref. 6.8) and Smith et al. (Ref. 6.7). The comparl-

son is made at different conditions shown in the figure but the

heating rate has been nondlmensionallzed with the stagnation llne
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heating rate. The results of Chou and Blake and the present

analysls are identical as the _lutlon proceeds downstream (with the

results of Chou and Blake extending farther downstream). In contrast

to these results, Smith e__t a_l. predicts a much more rapid decrease

in heating rate away from the stagnation llne. The heating rate

has already been reduced to 70% of the stagnation line value at

= 0.i whereas the present analysis along with Chou and Blake do

not decrease to 70% until a body station of _ - 0.35 is reached.

Differences occur in radiation properties included for the three

_ analyses, along with differences in numerical solutions, and chemistryL

(nonequillbrlum for the present analysis vs. equilibrium for the
i

others). It is not clear which of these effects or what combination
of these effects causes the similarities and differences in results

presented. It is somewhat surprising that Chou and Blake and the

present analysis agree so well actually since the analysis of Chou

..... and Blake did not Include wall blowing.

These around the body results are the first to be presented for

a reentering space vehicle whlth the inclusion of flnlte rate

chemistry and llne and continuum radiation. Although some previous

investigators have coupled their flow fields to the ablator, this

is the first attempt to couple a nonequillbrlum flow field to a

nonequillbrlum ablator. Previous investigators have used equill-

brlum sublimation models to yield temperature and species concen

i,::%#,, tratlon at the surface. The present investigation employed the

nonequillbrlum Hertz-Knudsen sublimation model described in Appendix

B and the nonequillbrlum char analysis described in Appendix A to

determine surface boundary conditions and further couple them with

_.J
" ........... r .......... _ ° "
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the flow field by an enersy balance. The results presented have

been for the stagnation point and around the body for points along

!_ a typical reentry trajectory £rom planetary missions. _iese

results make feasible a realistic estimate of the total mass losl_
I

during reentry and therefore provide the necessary tnformatLon fo_

calculation of the _hlAtn_ he_t sh_el_ eh_knaas.

Radiation - Chemical Reactions Interaction

The results presented in the previous sections for stagnation

line and around-the-body solutions were based on a set of chemical

reactions and chemical species for the flow field given in Table 4.1.

The choice of species and chemical reactions to include was based

upon equilibrium and nonequtltbrtum considerations along with com-

puter limitations. The choice of these reactions and species was

• discussed briefly in Chapter IV but the choice of kinetic data is
L

an altogether different problem.

Although the reactions for the flow field had been chosen, the

task of deciding what kinetic data to use remained. For some

reactions data was reported by several investigators - sometimes

in disagreement with one another. Other reactions had data from

only one source, and for still others there was no data. When one

source of data was found, this was used; but when many were found,

the one that appeared to be most reputable was used. The most

difficult case was when no data was found. In this instance the

•-r

data had to be estimated from theory.

For estimated data, two constants had to be evaluated in the

rate constant shown below - the frequency factor, ko, and the
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activation energy, E.

k = k T 1/2 exp [-E/RT]o

Initially no rate data was found for the reactions listed in Table

6.5. These are nine out of a total of 16 reactions and these nine

are ablation species reactions. For these nine reactions the fre-

quency factor was calculated using collision theory (Ref. 6.10)

and the activation energy was estimated using the method of Semenov

(Ref. 5.9). The activation energy estimation appeared quite

satisfactory since the estimated values agreed with data when t t

was available.

The collision theory frequency factor, however, was often orders

of magnitude different from published data. In Table 6.5 three sets

l of frequency factors are labled best, fast perturbation, and slow

pertubation. Chronologically, the ftrst values used were the fast

perturbation frequncy factors which were calculated when collision

theory was applied in error. When the frequency factor calculation

was corrected, the slow perturbation values were achieved. Data

was subsequently found in the literature for the first three reactions

in Table 6.5 (Re f_ 6.10, 6.11) which was not in agreement with the

estimated freqtmcy factors ('1014 vs 1010). Based on the data for

these three reactions the decision was made to alter all of the

nine c_llision theory frequency factors from 1010 to 1014 . The

values thus obtained were decided to be the best frequency factor

estimates available and were used for all coupled stangation line

and around the body results.
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As a consequence of these changes a collection of results were

in hand with different values of the frequency factor for nine of

the 16 reactions. This information was used to give an estimate

of the effects of uncertainty of kinetic data on radiative heating.

Three sets of data were available at moderate heating conditions

of 50,000 feet per second, 8.85 x 10 -8 slugs per cubic foot, a

wall blowing rate of 5Z of freestream, and a wall surface tempera-

ture of 3450°K at the stagnation line. The ablator was a phenolic-

nylon composite. These conditions and ablator were the same as

those studied by Each (Ref. 6.2) who used an equilibrimn chemistry

model. The study was extended to include a comparison of the best

kinetics with equilibriumat more severe heating conditions.

It would have been more desirable to conduct a parameter

study on all frequency factors and activation energies. However,

since one case requires approximately 60 minutes of computer time

it was felt that th_availahla.resultswoul_servethi_.purpose.

In all, these runs required three hours of computer time.

Moderate heatio_ conditions in ablation layer: For the case

of moderate heating to a phenolic nylon ablator, the freestream

conditions of 50,000 feet per second and 8.85 x 10-8 slugs per

cubic foot were used. Wall blowing rate was 5Z of freestream

blowing end wall surface temperature was 3450°K. All three non-

equilibrium chemistry cases were investigated and compared to

,,._(_ chemical equilibrium of Esch (ref. 6.2).

The basis of comparison is the radiative heating rate arriving

at the ablator surface since this is the most Important parameter

in design of thermal protection systems. It wlll be shown that as a
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result of variations in species concentration profiles in the shock

layer for the different frequency factors of nine reactions the

radiative heating can be appreciably altered. In the ablation layer

the important species appears to be the highly absorbing carbon atom.

In Figure 6.13 the radiative flux divergence profiles are shown

for the three reaction rate sets investigated and the equilibrium

i results of Esch (Ref. 6.2) The radiative wall heating rates for

the cases are also showu in Figure 6.13 - best (121BTU/sq ft-sec),

slow (160), fast (90), and equilibrium (349). In Figures 6.14, 6.15,

and 6.16 are the species profiles for the finite rate cases and

equilibrium species porfiles are presented in Figure 6.17.

The interaction between species and radiative heating in the

ablation layer is quite pronounced. Note that there is a trend in

radiative flux divergence profiles near the stagnation point (n-0.1

to n- 0.4) for the four cases presented. The equilibrium model

(the infinitely fast reaction rate) demonstrates a large dip in th_s

region, the fast kinetics perturbation dips slightly less, the best

kinetics shows no dip at all, and the slow kinetics perturbation

actually, reaches a local maximum in the stagnation region. The

results indicate that, at increasingly faster reaction rates, the

radiative flux divergence drops off due to some absorption mechanism

in the stagnation region. For an explanation of this phenomenon,

inspection of the species profiles in Figures 6.14 through 6.17 is

helpful. Notice in particular the carbon atom profiles for the four

cases. Both equilibrium and the fast kinetics pertubation show

high peak mass fractions of csrbon atom ('0.5 to "0.6). The best

kinetics case shows a moderate peak for carbon atom (mass fraction
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of 0.15), and Ln the slow perturbation kinetics case there was not

a significant concentration of carbon etom anywhere _rlthin the shock

layer. The key to explain the nature of the radiative flux diver-

8ence profiles near the stagnation point is these carbon atom

profiles. Carbon is a highly absorbing species in this temperature

ranse , therefore, hish concentrations result in significant reduc-

tions in radiative heating as evidenced by the results presented in

Figure 6.13. For the three kinetics models, the heating rate

increases (90 BTU/sq ft-sec for fast, 121 for best, 160 for slow)

as the reaction rate is decreased. The exception to the rule is

the infinitely fast rate of equilibrium which has the highest heating

rate, 349 BTU/sq ft-sec. This discrepancy will be discussed in the

following section.

The importance of carbon atom radiative absorption can be

corroborated with the results of Engel (Ref. 6.3). In FiKure 6.18

are the temperature profiles and radiative heatins rates obtaine_

by Ensel for three cases at the same conditions. The first case

included all species in the radiative flux divergence calculation

_ (1661 _TU/sq ft-sec), the second case excluded carbon atom (2530

BTU/sq ft-sec), and the third case omitted molecules (2605 BTU/eq

ft-eec). The effect of which species are included in the radiation

calculation are seen to have a dramatic effect on radiative heatin8

at the ablator surface. Of special significance is the increased

i!,,_ :, hestin8 effect when carbon atom is omitted allowins • 52Z increase.

The same type of effect is realized with respect to slow and fast

perturbation kinetics of the present invest_ation. By slowing down

the reaction rate to a point where no atomic carbon is produced
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(slow perturbation kinetics, 160 BTU/aq ft-aec), a 78% higher

heating rate is observed than the fast perturbation kinetics, 90

BTU/sq ft-sec. The beat kinetics case, with an intermediate

buildup of atomic carbon, results in an Intermediate heating rate,

121 BTU/aq ft-aec.

In summary, the three kinetics cases of the present investiga-

tion and the equilibrium analysis of Each follow a pattern in their

ablation layer species profiles with atomic carbon increasing as

reaction rate increases. The radiative flux divergence profiles

of these cases reflect this trend near the stagnation point by

demonstrating a significant reduction for cases where the htshly

absorbing carbon atom is present in high concentrations. The radia-

tive heating rates of the three kinetics cases of the present

investigation also reflect this trend by increastn 8 as atomic carbon

decreases corresponding to a decrease in reaction rate. The excep-

tion to this trend in heating rate is th_ equilibrium results which

show the highest radiative heating rate although the atomic carbon

t concentration is high for this infinitely fast reaction rate. The
reasons for the apparent contradiction are discussed in the following

section.

_oderate heating conditions i_n ai._r layer: In Figure 6.17 the

species profiles from Esch's (Ref. 6.2) equilibrium analysis were

presented. As dtsucased above, these results compare well with the

results of the fast finite rate analysis in the ablation layer. Note,

however, that the species _ass fraction profiles in the air layer

for chemical equilibrium are very much different than any of the

finite rate analyses (Compare Figure 6.16 with Figures 6.13, 6.14



•....T..... l I ....... ....
t l

I

...... 208
_,_,. ..

......_ and 6.15). There appears to be little reaction occurring in the

L_

. air layer for the nonequ_.librlum analysls (Figures 6.14, 6.15,

'_ and 6.16) If one inspects the flat nature of the N, N+' O and 0+

_i _ profiles. The N+ and 0+ ion concentration levels remain high

: until they reach the diffusion zone near the stagnation point

indicating no reactions are proceeding in the air layer. The

equilibrium analysis of Each produced species profiles as shown

in Figure 6.17. The mass fractions of ionic species N+ and 0+

: decrease from shock to stagnation point much faster for equilibrium

than for nonequilibrfum. The equilibrium mass fractions of atomic

species N and O compensate by increasing readily. In other words;

at equilibrium reactions take place which alter the species pr_o.-...............

files in the air layer. If the shock layer were truly near chemical

equilibrium, the finite rate reactions would reflect this by

occurring fast enough to experience similar profiles to the equili-

brium profiles. They do not; therefore, one can conclude from

these results that equilibrium is not a valid assumption even for

this hot outer air layer -- at least at these conditions (50,000

feet per second and 8.85 x 10 -8 slugs per cubic foot) and a non-

equilibrium shock calculation should be performed.

The postulate that the shock wave is not at equilibrlum, as

assumed, is substantiated by the work of Carlson (Ref. 6.12).

Carlson did a nonequilibrlum calculation across the shock wave using

:'_'_{_, an air chemistry model. He states that a hlgh degree of chemical

and thermal nonequillbrlum can exist for low pressure conditions as

I. in this study. The conclusion Is made that these effects cannot be

neglected if accurate solutions are desired. Zeldovich e=_tal.
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_ (Ref. 6.13) explains that it is not until 20,O00°K that rapid atomic

dissociation is achieved, and the rate of single ionization is

still considered a slow mechanism at this time. Slow refers to a

°_° process which requires a large number of gas kinetic collisions.

When the pressure is reduced, the number of collisions is reduced.

h The result is that the shock wave is only in partial equilibrium

and probably has only achieved atomic dissociation at best.

_J_i The radiative heating implications are evident when an irJpec-

* tion is made of these species mass fractions in light of the

:_ radiative properties. The air layer is a predominantly emitting

zone. The species that exist in the air layer are N, N+, O, O+,

and e- of which radiative properties exist for N, O, and e'. In

the equilibrium case (qR = 349 BTU/eq ft-sec) the emitting species

of N and 0 atoms are present in higher concentrations than in the

nonequilibrium cases (qR " 160 BTU/sq ft-sec). The concentrations

of the nonemitting N+ and 0+ ions and the emitting electron are

present in high concentrations for the nonequilibrium cases. This

shift from nitrogen and oxygen atom radiative properties to electron

radiative properties for equ_librium and nonequilibrium respectively

appears to have a significant effect on the radiative heating.

Equilibrium predicts 190Z higher radiative heating than nonequili-

briumbest kinetics. The result is a lower net radiative heating

(emission) when the air layer is highly ionized.

i',_,/, In Figure 6.13 the radiative heating differences of the various

chemistry models were dramatically demonstrated. The three non-

equilibrium models show similarity in the vicinity of the air layer

_. for both species profiles and radiative flux divergence. The

.
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equllibrium model, on the other hand, depicts a much greater

positive flux divezgence in the alr layer thus demonstrating its

widely different species composition in this air layer (atomic

rather than ionic).

The apparent paradox that equilibrium has the highest heating

rate (349 BTU/sq ft-sec) and fast kinetics has the lowest heating

rate (90 BTU/sq ft-sec) can now be explained. The reason for this

is that "fast" applies only to some select reactions. These

reactions all psrtain to species in the ablation layer. Therefore,

the air layer is practically unaffected by changes made for the

three kinetics cases, This is the reason the radiative flux diver-

gence and species profiels are almost identical in the air layer

for the kinetics cases of the present investigation. The equilibrium

analysis, In contrast, Is seen to be dominated by the radiation from

the air layer (Figure 6.13).

Severe heating rat__._eeconditions: In Fisure 6.19 is a plot of

species profiles at the stagnation llne for the coupled solution of

a severe heating rate case (Case 3) run using the frequency factors

from the best kinetics case In Table 6.5. In this case a freestream
i

velocity of 52,000 feet per second and a freestream density of

5.0 x 10-7 slurs per cubic foot were used. The radiative heating

rate at the ablator surface for the coupled solution was 1782 BTU/

sq ft-sec with a blowln8 rate of 12% of freestream. A comparison

!,,,!:, was made wlth an equilibrium case of Each (Ref. 6.2) run at 50,000

feet per second, 4.5 x 10-7 slugs per cubic foot, and a blowlnR

rate ol 20Z of freestream. The radiative heating rate for this

case was 1816 8TU/sq ft-sec. These conditions are not exactly the
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L
same as the finite rate condltlons, but they are close enough for

comparative purposes.

A plot of species mass fraction profiles for Esch's equlllbrlum

case is shown in Figure 6.20. The stagnation polnt of the non-

equilibrium analysis (Case 3) in Figure 6.18 Is about n = 0.4

whereas Esch's equilibrium an_ysls has a stagnation point displaced

further toward the shock (n = 0.6). The reason for the difference

in stagnation points is that Case 3 has a blowing rate of 12% and

Esch assumed a blowing rate of 20%. Other than this difference the

species proflles are remarkably slm/lar -- even in the air layer

where the moderate heatlng rate analysis showed a great deal of

difference (Figures 6.16 and 6o17). For both the severe heatlnE

rate cases, atomic nitrogen and oxT&en build up in concentration

from shock to stagnation point and ionic species N+ and 0+ decrease

in this region. At the stagnation point itself, the concentration

of all air species decreases due to diffusion. In the ablation

layer the major species aEaln have very similar profiles. Flat

profiles are observed for CO, C2H , and N2. Carbon atom attalns a

peak of about 0.6 mass fraction at the staBnaLinn-polnt and drops

off rapidly on elther si_|e.

For years investigators have postulated that at high heating

load conditions, the shock layer approaches chemlcal equilibrium

and could therefore be modeled as such. The results presented here

_,,f,, for the severe heating case only support thls contention. The

condltionsln the hot outer air layer (14,500°K) are such that

reactlons occur fast enough to compare with equl!fbr_-m. The

reason for this result Is a combination of both high temperature

, |II I
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Figure 6.20. Species Profiles for £quilibrium Chemistry at •
Severe Heating Load st the Ste_nation Line.
(Esch, Ref. 6.2)
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• and post shock pressure (0.5 atm). For the moderate heating

cases discussed earlier, the post shock pressure was only 0.1 arm

..... and the shock temperature was 13,000°K. Since the phenomenologlcal
(,

c_ reaction rate expression has a collision theory temperature depen-

dence and is proportion.1 to the product of the partial pressures,

the thermodynamic variables of temperature and pressure are very

important to the finite rate chemistry. The combined effect of

.,r -,.

_. high temperature and high pressure provides sufficiently fast

chemical reaction rates that the shock layer approaches equilibrium

at severe heat loads.

The radiative flux divergence profiles of these two cases are

presented in Figure 6.21. The profiles are very similar showing a

characteristic dip In the stagnation region and increasing rapidly

In the air layer. The dlp In flux divergence for Case 3 is closer

to the ablator since the stagnation point Is cl-_r to the ablator

(due to a 12Z vs 20_ blowing rate). The radiative heating rates

for the equilibrium (1816 BTU/aq ft-sec) and the nonequillbrlum

(1782 BTU/sq ft-sec) differ by only 2_ demonstrating excellent i

,_#= agreement.

Species Boundary Conditions i

At the shock wave chemical equilibrium air is normally assumed
L

..... to provide boundary conditions at the shock. This assumption is often

'_ a good one especially at high heat loads (as discussed In the previous

...."'!, section). However, the boundary conditions at the ablator are most

likely different from equilibrium. In Appendices A and B a non-

--- ._ equilibrium char |ayer analysis and the nonequtltbrtum Hertz-Knudsen

H
.



-i000 StaEnatlon points

0.0 0.2 0.4 0.6 0.8 1.0
B y/6 normal body coordinate

Figure 6.21. Comparison of Radiative Flux
. Divergence Profiles for Severe Heating

Rate Conditions of Equilibrium and
, Finite Rate Analyses.

l

)
J
I

i

i

l
I
I



216 !

equation areuaed Co determine the conditions at the ablator surface.

Ablator surface compositions of twenty species vary as functions

of surface temperature, pressure, and blowing rate. To couple

species compositions from the nonequilibrium ablator analyses to

the shock layer or even their results would be a formidable task

in itself. Based on the results presented in this section and the

tremendous computational simplification involved, one nonequilibrium

set of ablator surface mass fractions was used for all coupled

stagnation line and around the body results, The conditions that

these species compositions were obtained from were a surface tem-

perature of 3600°K, a surface pressure of 1.0 atmosphere, and a

mass loss rate of 0.04 lbs/sq ft-sec.

To evaluate the effect of this simplification on radiative

heating rates two cases were investigated for the following conditions

-- freestream velocity of 50,000 feet per second, freestremn density

of 8.85 x 10-8 slugs per cubic foot, and a wall blowing rate of

5_ of freestream. The frequency factors of the best kinetics in

Table 6.5 were used and coupling of shoc_ layer to ablator surface

was not attempted. The compositions chosen for the study are

shown in Table 6.6. One case is equilibrium compositions at 3450°K

for a phenolic-nylon ablator with an elemental composition shown

in Table 6.7. The other case used the nonequiltbrtum values at

3600°K, 1.0 atmosphere, and 0.4 mass loss rate achieved from the

_,,_ nonequilibrttun analyses described in Appendices A and B.

The radiative heating races were 125 and 121BTU/sq ft-sec for

nonequlllbrium and equillbrlum ablator boundary conditions respec-

tively. The radiative flux divergence profiles for the two cases are
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Table 6.6

Specles Composition at the Ablator Surfece

Component

e u11_brlmn-''_'' _ass fractlon)
_onequ_11brlum

1. 02

2. N2 4.81 x 10"15 1.00 x 10"10
5.37 x 10-2

3. 0 --4.95 x 10"2

i 4. N 9.74 x 10-8 1.00
10-10X

5. O+ 9.44 x 10-5 1.00 x 10"10

i 6. N+ 1.66 x 10-20
1.00 x 10"10

5.72 x 10"187. e"
1.00 x 10"10

1.13 x 10-9
8. C 1.00 x 10"10

1,34 x 10-2
9. H 2.11 x 10-2

10. it2 3.86 x 10-2 2.21 x 10-2
1.36 x 10-2

11. CO 4.13 x 10-2
2,69 x 10"1

12. C3 2.57 x 10"1
8.17 x 10-2

13. CN 3.69 x 10"1
7.79 x 10-2

14. C2H 1.00 x 10"10
1.6.5 x 10"I

15. C2H2 1.39 x 10"1
1.67 x 10-2

16. C3H 5.89 x 10-2 I1.30 x i0"I
17. C4H 1.00 x 10"10

8.42 x 10-2
18. HCN 1.00 x 10"10

_(, 19. C2 3.10 x 10-2 1.00 x 10"10

20. C+ 2.47 x 10-2
4.22 x 10-2

1.43 x 10"11
L 1.00 x 10-10
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Table 6.7

' Elemental Composition of a Phenollc Nylon Ablator

._..... Element Elementai Compost tlon
(mass fraction)

2g_

,"' Carbon O. 7303

Hydrogen O. 0729Nitrogen O.0496

., Oxygen O. 14_2

r

N!?"
m_.. i

N_

:?.:-=_--,
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shown in Figure 6.22. They compare almost identically along the

shock layer with the exception of a slight difference near the sur-

face whlch is expected. The difference in radiative heating

rates is only 3.2% which is definitely within the accuracy of the

calculation. If the extreme case of equilibrium at the surface

varies so little from the nonequilibrium conditions used, then the

true nonequilibrium values should differ even less. Based on the

insensitivity of the analysis to the wall boundary conditions, it

was decided to use the one simplified set of compositions in

Table 6.6.

Computation Time and Core Usage

The stagnation line and around the body results that have been

i presented in this chapter represent a sizeable amount of computer

time and core usage. The computer utilized in this study was an

IBM 360/65 and the program was compiled on the FORTRAN H-compiler

for maximum computational optimization. The total size of the

program was about 252K bytes which was overlayed down to 186K bytes.

ii The radiation package, LRAD, developed by Engel (Ref. 6.3) was itself

96K (overlayed from 104K bytes) of the 186K. The computer time _1_,

usage was in the order of I00 hours of actual CPU time with about

60 hours being used on stagnation llne solutluns alone.

The major time consumption calculatlons were radiation (LRAD)

which took 1.5 minutes per pass and the species solutions which

I_,,J!:,
took 20 seconds per pass. The LRAD calculatlon included line and

continuum radiative properties for twelve ionic, atomic, and mole- q

cular species. This same calculation took 2.5 minutes by Each



' i



221

(Ref. 6.2) when using the same computer but the FORTRAN G compiler

instead of the FORTRAN H compiler. S_nce there were 20 species.

it took 20 seconds of total time to solve the species conservation

equations taking approximately one second per species. The iteration

scheme employed in this study called for many more solutions to

the species equations than the radiation flux divergence in LRAD,

therefore the total time utilized in the species solution was about

three times the LRAD calculation.

The total time for a major iteration loop was about 8 minutes.

The total time for stagnation line uncoupled solutions took anywhere

from 0.5 hours to about 6 hours. In comparison the same case that

took Perez (Ref. 6.1) about 30 hours of CPU time only took 40

minutes for the present investigation. The savings in computer time

is believed to come from different initialization, iteration scheme,

and efficiency in programnLing. The Inltlallzatlon of species pro-

files, for exz_p!e, was achieved by using flat or frozen flow com-

positions from shock and ablator to the stagnation point. Since

chemical reactions were slow for this case especially in the air

layer, the initially assumed compositions were close from the start.
m

Perez, on the other hand, assumed equilibrium profiles and iterated

until the profiles became flat. For other cases Perez's initializa-

tion scheme may prove more advantageous. For a coupled stagnation

line solution, at least three stagnation line solutions had to be

run so typical coupled solutions required in the order of I0 hours

for completion.

The around the body solutions required differing amounts of

time depending on the severlty of heating rate. Usually the more
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severe heating rates t3ok longer to reach the same distance

around the body as a less severe case. For instance Case 1

(qR = 153 BTU/sq ft-sec) took about 2.5 hours to reach a point of

- 0.45 whereas Case 4 (qR = 2232 BTU/sq ft-sec) only reached a

F point of _ = 0.30 after 4.0 hours (see Figures 6.5 and 6.6).

I One reason for long computation time in the around the body

i solution was the shock standoff distance, 6. If the calculated

• value was very different than the input value, convergence on all

the conservation equations was very dlfflcult (especlally momentum).

When the input shock standoff distance was altered to yield a more

realistic value, the heating rate_ were essentially unchanged but

the computation time decreased significantly -- sometimes by a

factor of two. This result was discussed in Chapter V and it was

decided that since heating rates remained unchanged, the inputY

shock standoff distance would only be altered to improve the convergence

rate oft he conseravtionequations No real attempt was made to obtain

absolute convergence of the shock stanoff distance.

The important point to be made from these results is that shock

layer solutions do require large amounts of computer time and

core. Although the analysis was diligently trimmed to reduce both

time and core usage, the expense is still seen to be phenomenal.

Such small inputs as shock standoff distance or iteration scheme

: can greatly alter the CPU time required. Further improvements in

....,_/, such things to reduce this computational expense should be studied

in the future.

I
t

'i.
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Sm_a_

An investigation of the per£ormance of a phenolic-nylon

ablator has been made for flight conditions characteristic of return

from planetary flight. The conclusions and recommendations result-

ing from this study are presented in the following chapter.
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CHAPTER VII

CONCLUSIONS AND RECOMMENDATIONS

Conclusions

Based upon the results of the present investigation, the

following conclusions are drawn:

I. The numerical solution of the conservation equations were

found to yield stable and accurate solutions to the nonequillbrlum,

radiating shock layer surrounding a blunt reentry body.

2. Nonequillbrlum results, when compared to equilibrium results

at comparable condltlonsD yield consistently lower wall heating

rates.

(a) The largest differences in equilibrium and nonequlllbrlum

heating rates occurred at low head load cond_tlons. This

fact was due to the inability of the finite rate reactions

in air to proceed as fast as these conditions at equili-

brium. The air layer species profiles in this layer were

i very different for equilibrium and nonequillbrium thus

drastically changing the radiant emission beck to the

ablator wall.

(b) The nonequillbrlum heating rate, although lower than equl-

_',_, librlum, did approach the equilibrium prediction for high

i
heat load conditions. The reactions did proceed fast

enough in these cases to yield near equ_llbrlum species

profiles resulting in slmilar radiative emission.

226
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3. One normalized around-the-body blowlng rate profile was

sufficient to adequately couple all the cases studied on th.

trajectory (coupling required a surface energy balance on the

ablator).

4. The specification of equillbrlumboundary conditions at

the shock wave may be an Invalld assumption; especially for low

heating rate conditions since the air layer is itself far from !

chemical equilibrium at these conditions. !

5. An incorrect estimate of input shock stand-off distance in i

the around-the-body solutions does not appr_lably affect the I

coupled surface heating rate around-the-body but can increase corn- i

purer time quite significantly.

6. The choice of species wall boundary conditions does not

greatly affect the shock layer solution. For heating rate at the

surface there was a 4Z difference in heating rate between non-

equilibriumand equtlibriumwalI cases.

7. Computer time for the stagnation line and around-the-body

analyses is large (over 100 hours) for the radiating, nonequtlibrium

chemistry model used. The radiation calculation (LRAD) and the

convergence of the species conservation equations were the major

time consuming steps.

8. The temperature form of the energy conservation equation is

extremely unstable for the shock layer system with finite rate

["'/r chemistry and radiation. 'the enthalpy form of the energy equation

is quite stable and converges satisfactorily when the proper damping

coefficients are chosen.
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•I .... ' Recommendations

!I ......

i Considering the conclu_ions presented above, it is reconmended-,,- that:

!__ilill i. Nonequilibriumpredictions should be employed when low

i_i_ heating rate conditions are Involved (<1500 BTU/sq. ft.-sec).Equilibrium models are sufficient for high heat load conditions

j (>1500 BTU/sq. ft.-sec).
o.

2. For a conservative estimate of the mass loss rate for the

". phenolic nylon ablator, equilibrium predictionsshould be used
........... throughout since this will overpredlct the mass loss.
6

I_". 3. One representative set of species compositions should be

? used at the ablator surface to reduce the computational difficulty

-- and computer time required. The difference in radiative heating

was shown to be small (4Z) for the cases investigated.

4. An investigation should be performed to determine the

_.:_ effect of doing a finite rate analysis across the bow shock. The
i-_:

_ equilibriu_ assumption was shown to be in error at low heat loadconditions.

5. The numerical analysis in its present form is extremely

.... computer time sensitive to the specification of this profile around-

the-body. A more satisfactory method of solution should be found
jm

for shock standoff distance calculation.

6. The enthalpy form of the energy equation should be preferred

:_"_r to the temperature form since the enthalpy form is much more stable.
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NOMENCLATURE

English

Bv Planckian radiation intensity (m/t 2 x no. of particles)

Ci Mass fraction (mass of i/unit mass of fluid)

YM nM

Pi i i i l , _ Ci iCi = p M = p i =

C Specific heat at constant pressure (L2/t 2 x T)P

Dij Multicomponent diffusion coefficient (LR/t)

_" DiT Effective multicomponent diffusion coefficient (LR/t)

Di Thermal diffusion coefficient (m/L x t)

Dij Binary diffusion coefficient (L2/t)

• E Stagnation internal energy (mL2/t 2)

: _ Radiative flux diversence (m/L x t 2)

I

• Strain tensor (i/t)

f' Velocity function, u/u s

Gj Gibbs free energy (mL2/t 2 x mole of J)

. H Total enthalpy, H = h + V--_/2

: h Static enthalpy, h = Q + P/o (L2/t2), also Planck's constant

_i Mass flux vector of species i (m/L 2 x t)

k Ordinary coefficient of thermal conductivity (mL/t 3 x T)

k Boltzmann's constant (mL2/t2T)
C

,,,_' _ Bulk thermal conductivity (mL/t 3 x T)

Mi Molecular weisht of species i (mass of i/mole of t)

mi Mass of i (m)
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n Number density (particles/L 3)

n i Molal volume (moles of i/L 3)

nt Molal density (total moles/L 3)

P Static pressure (m/L x t 2) or (F/L 2)

Pr Prandtl number, Cpp/k

Radiative stress tensor (m/L x t 2)

Q _nternal energy per unit nmss, including chemical energy

(L2/t 2)

q--R Radiative heat flux vector defined by (m/t 3) or

(E/L2 x t)

qc Convective energy flux to a surface (m/t3)

qR Radiative energy flux to a surface (m/t3)

q--D Diffuslonal energy flux vector (m/t3)

R Body nose radius (L)

Res Reynolds number, 06,0UR/_s, 0

RI Mass rate of formation of species i by heterogeneous

reactions (m/tL 2)

Universal gas constant (mL3/t 2 x T x no. of moles)

r Cylindrical body radLus

Si Total surface generatl.n of species i (m/t L2)

T Thermodynamic temperature (T)

t Time (t)

U® Freestream velocity (L/t)

x Body oriented coordinate

y Body oriented coordinate

Y • I
Yi Mole fraction of species i, Y = ni/nt, _ t
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Oree.___k

Sublimation accommodation coefficient ....................................................

Volumetric absorption coefficient, effective
V

(L 2 x no. of parttcles/L 3)

V Del operator (I/L)

Shock detachment distance (L)

Transformed shock detachment distance

¢ Difference between the body and shock angle ¢ = O-

(radians)

¢ Volume of voids per unft volume
P

n Dorodnttzyn variable

0 Body angle (radians)

I Spectral radiation intensity (m/t 2 x no. of particles x
V

no. of steardians)

t

I Unit tensor

K Absorption coefficient (L 2 x no. of particles/L 3)

K Local body curvature (l/L)

K 1 + _ y

- 213 (m/Lx t)

M _ YtMt mean molecular we£ght of the mixture (m of mixture/i

mole of mixture)

Ordinary viscosity (m/L x t)

Bulk viscosity (m/L x t)

v Frequency (l/t)

0 Density (m/L3), p = n t
M

_i Partial denslty of species i, _i " nlMi (a of i/L 3)

Density ratio across shock P® /P S
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o Radiative absorption cross section (L 2)

T Optical depth at frequency
' ,, . V

" t2)

T Viscous stress tensor (m/L x

Shock angle (radlans)

_i Unit vector in the direction of photon propagation

_ Solid angle (stearadlans)

_14 Collision integral of collidlng species i and J

Generation of species i (m/L3 x t)

u Component of _ in the _1 direction (parallel to

body surface) (L/t)

Velocity vector, uT + v_ + w_ (L/t)

'r V Component of V in the direction normal to the body

surface (L/t)

Subscripts

i Species i

w Wall quantities

• o Stagnation llne quantities

® Freestream conditions

. s,6 Quantities i-..ediately behind the shock

Superscripts

D Diffusion

A 0 or i denoting two-dlmenelonal or axlsymetrlc respectively

<., (an exponent)

T Thermal

...... * Denotes dimensional variables

o Standard state quantity
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•. Evaluated on char side of ablator interface

L + Evaluated on flow fleld side of eblator interface

D

'_ _f!,
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APPENDIX A

ENERGY TRANSFER IN THE CHAR ZONE

Introduc _ion

An important step in the development of a coupled solution

for the heat transfer in the f:.ow field of a reentry body, is the
u

• description of the ablator itself. For the phenolic nylon ablator

_, ,: studied in this investigation, there are two zones of interest in

i the ablator - the decomposition zone and the char zone. This

/': section will concentrate on the solution of the conser_atlon

equations in the char zone since this is the zone of most signifi-

cant heat and mass transfer. For results of the phenomena occurr-

ing In the decomposition zone, the work of del Valle (Ref. A.I) was

• used.

_ The solution of the char zone conservation equations requires

a specification of the thermodynamic and transport properties for

.... the species involved along with a set of chemical reactions which O
_. occur at the conditions present. For thls information the work of

del Valle (Ref. A.I) was again used as a basis.

The problem of using del Valle's results directly as input to

• the flow field was a severe shortcoming in the numerical technique

_: , used. The conditions studied in del Valle's work allowed the use of
!'.I_ _ ,_ it

fourth order Runge-Kutts for numerical solutlon of the energy and

? species equations. Unfortunately, these conditions were for the

case where chemical reactions were not very rapid. The conditions

234
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required for a coupled solution to the flow field surrounding the

ablator during planetary return have much faster chemical reaction

rates. The step size for the Runge-Kutta integration became so small

(in order to insure stability) that computation time became excessive

and accuracy became questionable (due to round off errors). A new,

absolutely stable numerical technique was then used which was many

times faster than Runge-Kutta. This implicit technique is called

the Pad6 integration scheme.

In this section a brief development of the one-dimensional con-

servatio, equations that describe the char zone will be presented.

This development will be followed by a discussion of the Pad_

integration scheme and numerical solution of the energy and species

equations. Finally, results will be given which were used in the

coupled shock layer-phenolic nylon ablator solutions of this study.

Development o_f th___eChar Zone Analysis

To predict the energy transferred in the char zone, the equations

of change are written to apply to one-dimensional flow in the char

_one. Using a quasi-steady state approximation, the point of view is

taken of an observer moving with the negative of the surface reces-

sion velocity. This is illustrated in Ftgure_.l which shows schemati-

cally the virgin plastic, pyrolysis gases, and char. The point at

which thermal degradation of the plastic is initiated is taken as

z - O,

The material balance relating the virgin plastic flow with the

flow of pyrolysis gases and degradln8 solid in the combined decom-

position char zone was written by Stroud (Ref. A.2) as
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v = . + [l]

where w is the total gas mass flux, v is the surface recession

velocity, and Po and p are the virgin and degrading solid densities

respectively. This assumes one-dimensional flowD quasi-steady state,

and that the bulk volume of the char is the same as that of the

virgin plastic. All of these have experimental Justification. The

: composition of the gases generated by the decomposition of the

virgin plastic composites must be known to be able to accurately

predict the energy absorbed due to chemical reactions in the char

/ zone. As illustrated in Figure A. 1, these pyrolysis products enter

the char zone and exit through the front surface of the char, at

Z = L. Changes in the mass flux of the various species within the

char occur as a result of chemical reactions at finite chemical

"_ reaction rates.

_ The particular restrictions and assumptions made in the forma-

tion of the combined zone analysis are presented below and have

been Justified by del Valle in Refo A.1.

(1) Flow of pyrolysis gases is quasi-steady and one dimensional.

(2) Pyrolysis products behave as a perfect gas mixture.

(3) Thermal equilibrium between the pyrolysis gas products
and the char is attained.

(4) PV work and viscous dissipation are neglible.

(5) Diffusional transport is negligible.

" (6) Virgin material, char and gas physical properties are
variable.
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(7) For momentum transfer in the char zone the modified form

of Darcy's Law was used.

The application of the above restrictions to the genera] equa-

tlons for flow fo the pyrolysis gases in the char zone is now

discussed.

Species Continuity Equation: Referring to Figure A-1 the

species continuity equation for the ith component of a gas mixture

for flow through a porous medium is (Ref. A.3)

DPi

D--_= -Pl (V.u) - (V*Ji) + Ri

where _i is the concentration, Ji' the mass flux by diffusion, Ri,

the rate of generation of chemical species i and u is the velocity of

the pyrolysis products within the pores.

For steady, one dimensional flow of gases with the above

restrictions Equation (2) reduces to

_z (olu)= [3]Ri

If the mass flow rate of pyrolysis gases do not lose or gain by O
chemical reaction, Equation (3) becomes, summln$ over all the gas

species:

_z (_lu) • 0 [4]
i=l

However, if the mass flow rate of pyr,)lysts gases changes due

to carbon deposition, Equation (4) becomes:
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n

}: d (piu) . _ec [5]
1-1

where R ls the amount of carbon deposition. If we define W as the
c p

mass flux of pyrolysls gases based on the cross-sectlonal area of
n

voids In the char, _ p_u, (units of Ibs/ft 2 Equation (5)voidst-1
becomes:

dW n

___. _ d (_iu) - -R [6]dz ct=1

Equation (6) says that any change of the mass flux of pyrolysis

i gases is due to the loss or gain of carbon by chemical reaction of
| the pyrolysis gases with the char.

Homantum Equation: Tha momantum equation for flow through

porous media was formulated by It. P. C. Darcy in 1856 (Ref. A.4).

Darcy's Law Is:

(vp - _g) [7]
Um ¢ia

Applying this equation to a one-dimensional, horizontal flow

through a porous char layer and solving for the pressure gradient

gives :

- d_PP= _ (u¢) [8]dz a

This equation is valid at low gas flow velocities within the

poroum med|uN. However, at high gas velocities it is necessary to
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to add a term to account for the inertial effects. This additional

term leads to a modified form of Darcy'8 Law:

dP . _ (u¢) + BO (u¢) 2- [9]

i MultiplyXng both sides of Equation (9) by the gas density, 0,}
t

,, followed by substitution of the ideal gas equation of state

i (P = PN w/RT) on the left hand side of the Equation (9), can be

-i written In the following form
lip

w dP
RT dz " p(ula) (u¢) + _p 2 (u¢)2 [I0]

If we define W as the total mass flux of pyrolysis gases based

on the total area, we have that:

I

W = Wp cpu [II]

Therefore, substitution of Equation (11) into Equation (lO) results

after rearrangement:

. RT
-PdP M_w(_/_) W + 8 (W)2 [12]

Integration of Equation (12) between the front surface pressure

(P = PL at Z = L) and any point within the cha_ layer, (P at z),

results in an integral equation for the pressure distribution in

the char.

t_ t t,

P = (-PL2 + 2R[_l(_la) WCTIMw)dZ + _/B(T/Mw) (W)2 dz)]I/2 [13]

"'" _ .......... i I'IIL ......... ___ ii _ __ . ii 11[I I t_m
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In this equation all parameters that vary with temperature

(hence, char distance) are left under the integral signs. These

parameters are calculated by polynomials in temperature and from

the solution of the enersy equation.

Energy Equatton. To formulate the equation that describes the

energy transfer in the char zone, the energy equation for the gas

and for the solid are written separately. They are later combined

considering that the gas and solid are at the same temperature at

any cross section in the flow; that is in thermal equilibrium.

The one dimensional, steady state energy equation for a gas

mixture containing n species in reacting gas flow through porous

media is

n

-- dT d dT E _ Hi Ri [14]

Similarly, the energy equation for the solid in the char zone

simplified for the same restrictions to the following form:

dT _z R [15]c pvT;- (kc + c

The total energy transferred in the char zone is formed by

adding Equations (14) and (15) and by using the definition of W of

Equation (11):

n+l

-- dT d (ke dT_ Z Hi _i [16][cCpWp + (1-¢) C pv] -_-= d--'z dz) - t=1

where k represents an effective thermal conductivity definede

as:

k - _ _ + (I-_) k [171
• g c
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; i

_' where k is the the_l conductivity of the fl_ing pyrolysle gases
- S

and k that of the solid utrtx.

_i_ c n+l
In addition the te_ [ Hi R_ts defined as_

t-1

n+l n

[ Hi R_-_ [ Hi Ri + (1-_) H R [181
i=l i'1 c c

me _ove represents the ener_ absorbed by the chmical

reactions on a "total vol_e" basis, me solution of the ener_

i equation, Equation (16), gives the tmperature distribution in the

char zone.

Pad6 Numerical Integration Technique

: A system of n first order ordinary differential equations

_ _ (ODE's) can be expressed in general form as:

i _ (t) - f (t,y) ; Y(to) Yo [19]

where y is a vector valued function of t. and f is a vector valued

function of t and y. Given the initial vector Yo' the system of

ODEts is to be numerically integrated over the time domain

(to, tf).

A class of stable integration formulas can be derived by using

known properties of linear ODE's. A numerical method of solution

is termed stable if an error, once introduced, decreases from

,,,I, step to step. It can be shown that for a stable solution the elgen-

values of the matrix [_fi/_Yj] have negative real parts (see Ref.

A.5). These formulas, while directly applicable to a system of

linear ODE's, may be applied to systems of non-linear differential
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_,_ •. equations by llnearlzlng at each step. Even considering the additional

_ computer tlme necessary to llnearize the equations, the total time

needed to solve a complete problem is much less than required by any

standard method (Ref. A.6).

Consider a system of n linear ODEts with constant coefficients:

(t) -A y (t) +b [20]

_ the formal solution of this equation a t = h is

y(h) - exp (hA) [Yo + A-1 b] - A-I b [21]

where

I 2
exp (hA) = I + hA +_ (hA) + . . .

In Equation 21, the exponential term can be approximated in

numerous ways, and the form of the approximation will determine

whether the procedure t8 stable. A convenient method of approximat-

ing any function Is the rational approximation, which can be

derived using the Pad6 transformation of the power series. If P

and Q are polynomial of degree p and q, respectively, the exponen-

tial is represented as _

ehA= Q-1p + E (hA)

The rational approximation agrees with the power series of exp (hA)

for at least p + q + 1 ter_ and the residual error Is denoted by

_"_, E(hA). The polynomials P and Q for the exponential function

(Ref. ^.7) are given by
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P

(p + q [ok) I pl
P = [ "(p + q) !., (p - k) l (hA)k

k=O

l q (p + q - k) I q l

=k =_ (p + q)I k'I (q k) I --(-hA)k
q

0

Substituting the rational approximation into Equation (21)

yields the desired integration formula:

y(h) - Q-I p [yo+ A-I b] - A-I b

Or rearranging the terll,

y(h) = q-1 [PYo - Q) A-1 b] [22]

Equation (22) includes numerous types of single step integration

methods and not all of these methods are stable. The Euler method,

which has been shown to be partially stable is a special case of i

/

Equation (22) with Q = I and P = I +hA (q = 0 and p = I). In thli

section only the stable procedures are of interest and for these

methods q _ p. Of particular interest are those methods where the
D

diagonal (p = q) o£ the Pad6 table is used. Such methods are called

Pad_ integration procedures or rational appro_tmetion methods. For

the cases p = q = 1 and p = q - 2, the following expreisionI are

obtained from Equation (22):

1 1

y(h) - (I - ThA) -I [(I +_ hA) Yo + hb] + O(h 3) [23a]
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The truncation errors ere O(h 3) end O(h 5), respectively.

The Pad6 tntesracton method is directly applicable to linear

system of ordinary differential equations. Some additional stepe

are required to apply the method to chemical kinetic equations, which

are represented by Equation (19). The non-linear system of equations

can be reduced to the form Equation (20) by expanding the function

f in a Taylor'8 Series and neslecttns ter_s which are second order

end htsher:

_f

- f(to,y o) +,,_-y (to.Yo)Ay + O(_y 2) [2_]

_f

where _y - y - Yo and_ (to,Y o) denotes the matrix A in Equation (20)

with elements

a.. = _fi

The indices t and J denote the t th and jig elements in the f and y

vectors, respectively. Hence grouptns terms as in Equation (20)

_f

. -._ (to,Yo)y + (f(to,Yo) - _f_y(to,Yo)Yo)+O(_y2) [25]

The phenomenolosical kinetic rate expression represents the

function fi which must be expanded in a Taylor's Series as shown in

Equation (24). In term of the functions ft the elements of the

_:,_i_:, _atrix, A, and vector, b, are

- ---- 126] i

aiJ ayj ie

................................. --_ .................. _..... ....... ............... '° ............. i " :' :'_'-_=_":_=-_._iimmlml_
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n

b i - ft(to,Yo) - _ atk (Yo)k [27]
" k=l

where the Index i denotes the species production equation, the index

J denotes the species, and (Yo)k is an element of the vector of

species at tlme t .
_ o

o? The Pad_ integration routine used In thls analysis assumes that

y(O)=O. This assumption simplifies Eqs. (23) and the iinearlzed

system is then convenlently expressed In terms of _y as

(I - 7 hA + KA2) Ay - hb [28]

where K = 0 for a second order integration scheme and K-h2/12 for a

E fourth order Integration scheme. By per_ttting K to be specified as
l

i

an input, either the second order or fourth order methods can be
|

' conveniently selected. In cases where the higher order scheme offersi

no great advantages, the elimination of the calculation of the

i matrix A2 can save an appreciable amount of computer time.

The species equations are "stiff" and therefore need to be
!

. solved using the numerically stable Psd_ scheme Instead of the more
' mlF'
P
, conventional Runge-Kutta method. The energy equation, however, is

_,._ not "stiff" and Its solution can be performed using Runge-Kutta as

" described below.

!

Energy E_uatton Solution

! The solution of the energy equation was perfomed using s

..... standard fourth order Runge-lutta integration technique. Actually, i
!

i _,'...... the energy equation was solved as two simultaneous equations in

, t
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! dT

! d-'z and T by taking Equation (16) and expanding as follows:
r

-- dT d2T + dke dT "i !-
" Ht'Rt [28]

[¢CpWp + (1-¢) Cp or) _z ke dz 2 dz dz l

dk'e
where the term-_ z can be further expanded as

dk dk e dT• m
dz dT dz [29]

using the chain rule. This yields the followins result

dke dT _ dT
d2T [eCpWp + (l-e) _ppV + dT dz + _ HIRi]_z [30]
_ m mmmmmmm

ke dz 2 i=l

or when divided by ke

dke dT _ -- dT [31]d2'_-T= _- [¢CpWp+ (Z-c) _p PV + _ _'_ + HtRi] _zzdz 2 •
i-1

Equation (31) is a second order nonlinear differential equation in T

which can be considered two first order in T and y = _z The Cwo

equations are

d-Z- f(T,y) [32]dz
D

and

dT
d-'z = y [33]

The standard fourth order Runge-Kutta intesration formula can

then be applied to the simultaneous equations.

Results of the Char Analysis

The results of the analysis in the char layer are presented in

Fig. A. 2. Heatin 8 r_tes are siren as a function of ablator mass
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loss rates with ablator surface temperature as a parameter. The

heating rates are typical of those encountered during reentry from

planetary missions. These curves were curve fit using • linear regres-

sion pLogram from gAS (Statistical Analysis System developed at North

Carolina State UnivereityD Ref. A.8). The equation used to fit the

curves WaS :

q = a I T3 pv + a 2 T2 pyre+ a 3 T3 pv + a 4 0v [34]

where the coefficients a I to a 4 are given in Table A.1.

The energy and species equations needed boundary conditions for

these results. For the energy equation, the heat flux from the

decomposition zone wus used (from an extension of Ref. A. 1). This

heat flux from the decomposition zone is a function of mass loss

rate as depicted in Figure A. 3. This heat flux was the value when

the solution of the decomposition Rone species equations showed the

correct _ase _atio of char to pyrolysis 8ages. The mass fractions of

gases and char entering the char layer are given in Table A.2. By

using this criteria for the specification of the interface, continuity

was achieved between the decomposition zone and the char. The heat

flux allows the initial specification of dT/dz. Also required in the

solution of the energy equation is the temperature at decomposition

zone-char zone interface (shown in Figure A.4).

Each species equation needs the specification of initial com-

[*,_!_, position at the back surface. The values used in this analysis are

the same as used in Ref. A.1. and are presented in Table A.2. The

values of species compositions as they exit the char surface are

shown in Table A. 3 for conditions of mass loss rate of 0.04 lbm/sq
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JD.

Table A.1

Curve Fit Coefftctent8 for Heat Conducted
• through the Surface of a Phenolic Nylon Ablator

-_ (q - alT3pv + a2T2pv_'v+ a3T3p/_'v+ a4pv)

(t in * q in t
cal/eq, cm-sec BTU/Ja.. ft-eec

.', a 1 0.9292 x iO-8 0.1674 x 10-7

a 2 -0.1292 x 10-3 -0.3330 x 10-3

a3 0.4268 x 10-7 0.1099 z 10-6

-,_ a4 0.1516 x 104 0.2732 x 104

• T is teaperature in °K

'_ Ov 18 mass loss rate in p/sq c:-8ec

• t T 18 te_)erature in °K

: pv is mass loss rate in lbm/sq ft-eec

_m

tm _'_ ; ,( :,
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Phenolic Nylon Ablator
Decomposition Zone - Char interface

!
• 20"

0
0.0 0.05 0.10 0.15 0.20 0.25

,,_!_, or, mass flux (lbm/Sq ft - sec)

Figure A. 3. Decomposition Zone Heat Absorption
Rate.
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Table A.2

Species Compositions at the Char Zone -
Decomposition Zone Interface

Co_position
Component (Mass Percent)

H2 3.03

CH4 3.87

C2H2 3.89

C2H4 3.90

C2H6 0.65

C6H6 2.59

C6HsOH 23.18
CO 4.18

CO2 4.62

H20 5.65

H2 4.95

Carbon (solid) 39.6._..__8

Total 100.00Z

L
I
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1500
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1300

0

1200

II00"
M

lOOO D

Decomposition zone - char interface

90C I I .... I ., , I I,,
0.0 0.05 0.i0 0.15 0.20 0.25

PVw, mass loss rate (lbm/sq ft-sec)

Figure A.4. Temperature at Char-Decomposition Zone
Interface as a Function of Mass Loss Rate.
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Table A. 3

Species Compoe£tions at the Ablator Surface
on the Char and Flcwfteld Sides

/____ Species Composttton
,_:_, Component (Mass Percent)
_ _ Char Side Flmefield Side

H2 3.81 4.14

_ C2H2 5.96 5.89
'" CO 25.70 25.70

N2 4.96 4.96

•. C2H 11.80 13.88

j_ H 2.88 2.21i CH4 0.08 *
i CH3 O.32 *

•_-_ CH2 3.10 *r_

e Carbon (solid) 42.11 *: C * 36.95

_ C2 * 4.22

-- C3 * 2.11

C3H * 1 x 10"10

C4H * 1 x 10"10
0 * 1 x 10"10

HC2_ * 1 x 10-10

CN * 1 z 10-10

N * 1 x 10"10

N+ * 1 z 10"10

0+ * 1 x 10"10

C+ * 1 x 10"10

...." /, 02 * 1 x 10"10
e- * 1 x 10"10

, " * Species not considered present on this side.

,i @
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ft - sec and surface temperature of 3600*K. These conditions are

typical of those encountered by a re-enterlng vehicle from planetary

missions. Also shown in Table A. 3 are the species compositions _odl-

fled to agree with the species considered in the flow field. The only

species of any reasonable concentration that were omitted from ablator

surface to flow fleld were CH2 and CH3. The reason this was done was

the equilibrium considerations show that these species do not exist

i in the shock layer. To reduce the number of species in the shock

layer and thus reduce the computation time the species were assumed to

instantaneously react to carbon solid, C(s), and hydrogen, H2. These

values were used in the flow field analysis in order to eli_nate

the complexity of curve fitting all the compositions as functions of

temperature and mass loss rate.

The reactions considered important in the char layer are given in

Table A.4 along with kinetic data. A detailed discussion of the

criteria for reaction selection and composition at the deccaposition

zone interface is given tn Ref. A. 1. The set of 15 reactions shown

in Table A.4 are a result of applying this criteria for reaction

selection. The procedure bases its selection on thermodynamic and

kinetic consideration along _ith initial gas composition.

Sumary

The conservation equations for the description of one dimensional

char zone layer flow were presented in this section. The char was

assumed to be degraded from a phenolic-nylon co_posttion (40 wt.

nylon, 60 wt. % phenolic) at quasi-steady state. The pyrolysis

gases were assumed to be in thermalequillbrlur_ with the porous char
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Tsble A.4

Chemical ReacCAon80ccurrin8

in the Char Zone

CH4 CH2 + H2

CH4 CH3 + H

2CH3 _ 2 H6

C2H6 _ C2 H4 + H2

C2H4 _ C2 H2 + H2

C2 H2 __ C2H + H

C(s) + H20 +�CO + H2

CCs) + CO2 2 CO

H2+H „�2H+M

H20 + M�OH + H + M

CO2�CO + O

H + CO2 CO + OH

C6 H5 OH _ H20 + C6 H6

C6 H6 = 3 C2 H2 t
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matrix and dlffuslonal transport was considered negllble. The non-

equilibrium species equations required numerical solutlon by an

absolutely stable technique such as the PadL integration which was

described in this section.

• Heating rate results as a function of surface temperature and

mass loss rate were curve fit using SAS (Statistical Analysis System).

_ These heatin s rates can then be used as _nput to the flow field

/INI solution as a wall boundary condition. The other wall boundary con-

*_"_ dltions obtained from the char analysis are the species mass fractions.

r:_:_'_ " Due to the complexity of inputin 8 compositions as a function of tem-

perature and mass loss rate into the flow field, constant values of

:ll- composition were used. These values were those obtained at a sur-
face temperature of 3600°K and 0.06 lbm/sq ft sec -- conditions

_ typical of planetary re-entry.

i Fifteen chemical reactions and 19 species were included in the

numerical solution. These reactions and species were identical to

_ those used by del Valle (Ref. A. 1). Selection of these was based on

_ thermodynamic and kinetic considerations as discussed by del Valle.

l Appendix B further specifies the wall boundary conditions by _

applying the Hertz-Knudsen equation to the char surface which relates

surface temperature to wall pressure and mass loss rate.

_._.__

• ! ' I ! !
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APPENDIX B

ON MODELING SUBLIMATION OF A CHARRING ABLATOR

Introduction

The determination of the sublimation rate of carbon for a char

forming _lative heat shield is necessa_ to fully describe the

material response to aerodynamic heating. This sublimation rate is a

required in the surface mass and energy balances which give the

interaction of the flow field and the _lator.

The s_llmatlon model that is used in this analyslsand com-

pared to other investigators is bued on the Hertz-Knudeen equation.

The basic equation originally given by Hertz in 1882 (Ref. Bol)

relates in the mus of molecules striking a unit area per unit time

to the pressure and temperature of the gas. The theoretical model is i

shown to compare quite favorably with arc-Jet experimental data and

demonstrates its usefulness by its accuracy and simplicity, i

1Model Description

The Hertz equation represents the condensation of a solid and is: I

In the equation, _ is the fraction of molecules which strike the sur- _

face that condense and is referred to as an "accomodation coefficient." I

The ratio of avail_le surface area, Ar, to the surface of total cross

sectional area, A, is included in the equation, and for a perfect sur-

face such as the fact of a c_stal, A equals A. In the case of rough i
r I

or porous surfaces, the value of A will generally not be the same _ Ii w,, I r

A. Equation B.1 is a modification of the simple kinetic theory rela- ]

tion and gives the gross rate of condensation of the solid. 1

259 I
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At equillbrlu_, the condensation rate is equal to the vapori-

zation rate, and the pressure is equal to the equilibrium vapor

pressure of the solid. This approach to solid vaporization was

first suggested and experimentally verified by Knudsen (R_f. B.2)

in 1915. The gross rate of evaporizaCion is:

1

= _" Pvap

For non-equilibrium such as the case where the subliming material

is continually removedD the net rate of evaperation is given by the

well known Hertz-Knudsen equation [Ref. B.3].

1
Ar

''I__-_M_I_ - p) (3]

The previous equation can be extended for vaporization of a solid

into a mixture of gases by simply replacing the total pressure, P,

with partial pressure of the vaporizing component, Pi"

M

_i _i (1=¢) c -'i.2 = el) [4]= "2gRT ) (Pi, yap

Here the effective area ratio Ar/A is approximated by (1 - c) _

where ¢ is the char porosity.

Carbon Species: Studies (Ref. B.4) have showu that the three

primary constituents of vaporizing carbon are C1, C2D and C3. These

species have Arrhenius dependence of vapor pressure on temperature

t,,! of the form log Pi " ai + bi/T' The accomodation coefficients, _i'

along with the Arrhenius vapor pressure coefficients (Ref. B.5) are

given in Table B.1.
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Table B.1

_'r

Accomodation Coefficients and Arrhenius Coefficients

for Vapor Pressure of CI, C2 and C3 (Ref. S.5)

0



262

_mum.

__ Surface Nasa Balance: The general species mass balance at the
!,

_ surface of the ablator includes convective flux to and away from

_ ,, the surface (pvCi) , diffusive flux to and away from the surface (Ji)_F

! •

i _ and surface generation by chemical reaction '(_i ). The species

mass balance Is stated as follows:

.... In the region where the rate of sublimation is significant, reaction

_. controlled or diffusion controlled surface chemical reactions will
_:_!:_ not occur (Re£. B.6). Also diffusion will not be important when

<_I_: the convective terms are large as is the case for the high heating

rates encountered during manned return from planetary missions. The

result is a porous char (solid carbon matrix) vaporizing into the

_ gaseous species Cl, C2, and C3. Also flowtn_ through this porous

matrix are the transpir_n8 gases from the pyrolysis zone of the

_i ablator. 'Lhe composition st the pyrolysis 8ages was reported in

___ error in Ref. B.6 for a phenolic-nylon ablator and corrected values

_ are given in Table B.2. Thls table also inciudes a typical final

_o composition of the pyrolysis gases at the surface after flowin8

through and reacting with the char as computed by a finite rate

_i-:_:-- analysis, an extension of the work in Ref. B.7.

-._i.:__ Combining the _ertz-Knudsen equation, Eq. B.4, with the surface

. . mass balance for these previously described conditions for i being

, Ci, C2, or C3, the mass flux of these gaseous carbon species injected

into the shock layer is given by

'_:'::'i pvCi+ = a i (1-¢) k2_RT_ (Pi,vap
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Table B. 2
Representative pyrolysis product composition of 40Z (by weight)

Nylon - 60Z (by weight) phenolic resin ablative composite
• , n u unnm nm ,m , •

Composition of Pyrolysis Oases

Component (}/ass Percent)
Decomposition Zone Ablator Surface

u nl n I n I • |

H2 3.03 3.81

Clt4 3.87 0.08

C2H2 3.89 5.96

C21i4 3.90 *

C2116 0.65 *

C6H6 2.59 *

C6HsOH 23.18 *
CO 4.18 25.70

CO2 4.62 *

H20 5.65 *

N2 4.96 4.96

CH3 * 0.32

CH2 * 3.i0

C2H * 11.80 ,
H * 2.88

Carbon (solid) 39.48 42.1!

Total i00.O0Z 100.00_

srli_smmmmii_t l • ,I IL i a i

Element Elemental Composition (mass percent)

C 73.03

H 7.29

N 4.96

0 14.72

Total 100.00_

I I I I I • l I I I I

r,, * Concentration is less than 0.01_.
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_ or in terms of the total pressure st the surface

/ - [7]+":_i,, _vCi+ " _i(l "_) L2_RTJ (Pi,vap Ci+

:_ Equation B. 7 can be solved for the mass fraction of the gaseous
carbon species Ct leaving the surface as:

i'

Ci+ = n Pi,vap/(pv + B--MP/Mi) [8]

where

1½
i_ s - _i(l-c)12_R,rj [9]

L_
r' "_ Finally a total mass balance on carbon says that all carbon

!_!i . co_ng to the surface as a solid leaves as a vapor.

cCs)- _. ci+ [to]
i--I

This does not include the possibility of erosion as a s_ace removal

!

I mechanism, but erosion could be readily included if in_ortant.

Using Pquations B.8, 9, and 10 and the data in Tables B.1 and

," B.2, the mass flux at the surface can be computed as a function

_.

:_;_:_ of surface temperature. Also the composition of C1, C2 and C3 in

_ the gases injected into the shock layer are deterLtned.

Results of the Analysis

_:!_.:.. In Figure B.1 a co_arison is shown between our cale_lstions

- suing the Hertz-Knudsen equation and the results from Bishop and

" ' _"_ '' DiCristina (Ref. B.8) for a phenollc-carbon ablator. The porosityu,

_ tmed in the Hertz-Knudsen equation was 0.2 which was the value given

r by Clayton et al. (Rsf. B.9) for carbon-phenollc. The results
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Figure B.1. Comparison of the Hertz-Knudsen Analysll with Other
, Investigators.
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reported by Bishop and DICristlna (Ref. B.8) weze obtained from arc

Jet experimental data for phenollc-carbon in the subli_tlon regime.

The theoretical predictions of the Hertz-Knudsen sublimation model

correspond quite well wlth the _xperlmental curve except for some

divergence at higher surface temperatures. Bishop and DICrlstlna

stated in their paper that their curve would break lees sharply if

their surface temperature data had been corrected for the pyrometer

error due to "slgniflcant nose curvature over the specimen area".

Taking this fact into account, excellent agreement between the

Hartz-Knudsen theoretical approach and the results from arc Jet

experimental work would be obtained.

Also shown in Figure B.l are the results reported by Scala

and Gilbert (Ref. B.lO). These results were obtained uslng an eq_tll-

_rlum chemistry boundary layer analysis to predict the sublimation

rate of graphite. These results differ greatly from both the Hertz-

Knudsen predictions and the data of Bishop and VlCrlstlna. The ]

difference could be due to the fact the: Scala and Gilbert's analysis !

assumed equillbrlum between the graphite and the carbon vapo_ phase.

Applying the Hertz-Knudsen analysis for graphite ablation gave

eseentlally the same results as for the phenollc carbon. In the

graphite analysis the porosity is zero, and there is no flow of

pyrolysis products. These two effects shift the curve in opposite

directions, and thus the graphite curve is essentlally the same

i,,,_ as that for carbon-phenollc which would correspond to Scala and

Gilbertts results.

To demonstrate the difference that porosity can sake on the

mass flux, the Hsrtz-Knudsen analysls was applled to s phanollc-
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nylon ablator wlth a porosity of 0.8. Paferrlng to Figure B.I,

increasing porosity has the affect of raising the surface tempera-

ture for a given mass flux.

In Figure B.2, the carbon species compositions for the phenolic-

nylon ablator are given, and this shows that C3 is the predominant

component that is obtained from the subliming char. This result

agrees with Palmer and Shelef (Ref. B.4) who report that C3 becomes

the primary constituent at these temperatures.

Conclusions

The Hertz-Knudsen analysis has been shown to accurately pre-

dict the sublimation rate from a charring ablator. Porosity was

shown to have a significant effect on the surface temperature - an

increase in porosity results in an increase in surface temperature.

The predominant carbon species in the vapor was C3 which agreed

with previous investigations.
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APPENDIX C

POLYNOMIAL COEFFICIENTS FOR THERIdODYNAMIC PROPERTIES

o and enthalpys
The thermodynamic properties of heat capacity, Cp,

_, are discussed in Chapter IV where it is stated that these vari-

ables are satisfactorily represented by a polynomial fit such as

Heat Capaclty:
|

C°

-J_ = A1 + _T + A3T2 + A4T3 + A5T4

Enthalpy

i H,_ A2T A3T2 A4T3 AsT4 A6- A1

Tha determination of these coefficients is discussed by Each (Ref. C.I)

and are presented in Table C.I. For each species two ranges of tem-

perature were fit - 1000- 7000"K and 5000"K - 18,000"K The overlappin8

I of the temperature ranges was necessary co overcome accuracy limita-

tions at the extremes of the fit.

270
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APPENDIX D

USERS INSTRUCTIONS FOR CRAC COMPUTER PROGRAM

Introduction ]

The purpose of this appendix is to describe the procedure for I

using the _Coupled, Radiatlng, _and_hemlcally reacting shock layer I

computer program (CRAC). This program consists of a numerical solu- i

tlon of the viscous thin shock layer equations presented in Chapter

Ill coupled to a phenolic nylon ablator by the equations presented

in Appendlx A. A general description of the overall logic and th_

details of the numerical solutions were given in Chapter V.

The program CRAC has been written in such a way that a minimum

o_ input is required for the solution of any given problem. The

required input is a specification of freestream velocity, free-

stream density, and body nose radius. From this input, the flow

field profiles are calculated for a blowing rate of 5% of free-

stream. A namellst option is provided in the input which allows

D
the specification of a number of critical variables (such as blowlng

rate, surface temperature, etc.) and critical profiles if the user

has a good idea of their values. If no value is input, the program

internally estimates all variables and profiles.

The program outputs boundary condition information at wall and
!'hi:

shock in¢ludlng ablator heating response for the assumed blowing

rate. The shock layer solution provides temperature, pressure,

density, velocity, species fractions, and radiative flux divergence

274
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profiles along with flow field physlcal property profiles of thermal

conductivity, viscosity and heat capacity. The heat flux from shock

layer to ablator surface is also output for comparison with the abla-

tor heating response. The ablator heating response is calculated by

the program using the analysis and results presented in Appendices

A and B. When these are equal, the solution has been coupled as dis-

cussed in Chapter V.

CRAC has been set up to be as versatile as possible with subrou-
,i,.

c tines that can be altered or replaced to provide more sophlstlcatlon,

different ablators, different atmospheres, etc. For instance, if a

different ablator is desired, subroutine BCWALL can be replaced to

reflect the material response for the new ablator. If a different

body shape is needed (the assumed shape is spherical), subroutine

SHAPE can be replaced. The subroutines are listed below wlth their

description which may require alteration for application to a dif-

ferent system.

BCWALL - Wall boundary conditions (a function of the ablator)

BLOCK DATA - Species, thermodynamic, and transport property
fits, and initial guesses

FGH - Finite difference method

FG2 - Kinetic production rates of species (chemical reactions)

GAS - Freestream gas equillbriummodel

LRAD - Radiation properties of flow field species

- SHAPE - Body shape
_'"_ _ f ',

The program solves the shock layer equations about a blunt body

and always starts at _ = O, the stagnation line. The program will
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handle solutions iv an arbitrary freestreamwhere the velocity,

density, and species mass fraction define the environment.

In the iteration procedure employed to obtain the initial pro-

files, the stagnation llne momentum is solved first, followed by an

_ iteratlon-on-_he species equations. The ener.gyequatlon is not solved In
!.

this initialization step. Thls iteration i_ stopped when NOE Itera-

z_ tions (internally set at _OE = 50 but can be changed by namelist

option) have been performed. The solutlon then proceeds to the

stagnation llne iteration scheme. The radiative flux divergence is

solved first using the inltlal profiles. Then MI iterations (in-

ternally set at MI - 5) are performed on the shock layer stagnation

i: llne equations using the initial profiles from above. An iteration

of the species equations within thls larger iteration is possible

depending on the value of HIS (internally set at MIS - 5).

In the iteration procedure it is often necessary to weigh the

calculated solution with the assumed solutlon as was discussed in

Chapter V. The damping values used for this are HDAMP for enthalpy,

TDAMP for termperature, CD_d4P for mass fractions, FDAMP for the

momentum solutlon_ and DDAMP for the transfo ed shock stand off

distance, 6. The appropriate values to employ depend on the case

being run and can be de_ermlned only from experience. Internally

set values are given In Table D.I.

A description of input variables is given in Table D.I and a

brief description of each of the subprograms included in the computer

code is given in Table D.2. Finally, a diagram of the program over-

lay structure used on the IBM system 360/55 is presented in Figure D.I



'_ • I I
i L

J i
277re,o,

I ,,.



_ I_ i _ . ............................................ _ ] ........................... _..__
1

l

278
|

[

which reduces considerably the core requirements (_rom 250K bytes

down to 186K bytes), This overlay allows the whole program to be

run totally in high speed core.
;
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Table D. I

CRAC Input Verlables

CARD Z

Title Card

Fortran

• Variable Format Columns Description

_: TITLE 18A4 1-72 Any description information
desired

CARD 2

UINF ElO.1 1-10 Freestream velocity in ft/sec

RIN¥ El0.1 11-20 Freestream density in slugs/ft 3

K EIO. 1 21-30 Body radius, ft.

ISTART I5 31-35 Program code
O = initial start-up at stagnation
line using only namel.ist input
1 = initial start-up at stagnation

llne using input deck from another
run

2 " continuation of stagnation

llne solution using punched data
deck•

3 " around the body solution using
punched, converged stagnation line
solution data

d

I
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Table D.1 (continued)

Namelist Optlon

Variable

Variable Type

NETA Integer Number of points along the coordinate
normal co the body [59]*

HI Integer Number o£ iterations made with conserva-

tion equations for each pass through
LRAD radiation flux divergence

calculation [5]

MIS Integer Number of internal iterations on the
species equations [5]

MAXE Integer Maximum number of iterations for
enthalpy-temperature calculatlon [10]

MAXM Integer Maximum number of iterations for the
momentum equation [i0]

NTIME Integer Minutes of CPU time remaining when user
wishes to have program stop and punch
output deck [0]

IDGD Integer Debug printout on 6 [0]
0 - mo output (defalut value)

2 - debug output

IDGF Integer Debug printout on x-mo_entumequation [0]

IDGH Integer Debug printout on enthalpy equation [0]

IDGT Integer Debug printout on temperature equation
[0]

IDGS Integer Debug printout on species equation [0]

IDEBUG Integer Debug printout on stagnation llne
x-momentumequation [0]

CDAMP Real Damping coefficient for species [i.0]

DDAMP Real Damping coefficient for _ [0.5]

HDAMP Real Damping Coefficient for enthalpy [0.5]

*[] Default value internally set
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Table D.I (continued)

Variable

Variable Type

TDAMP Real Damping coefficient for t_mperature
°-, [0.2s]

TPRCT Real Convergence tolerance on enthalpy-
r temperature calculatlor, [0.01]

FPRCT Real Convergence tolerance on stagnation

_ x-momentum equation [0.005]

PDTIL Real Convergence tolerance on _ [0.001]

TWOLD Real Estimate of surface temperature, OK

[3600°K]

• RVW Real Ablator blowin$ rate [0.05]

CWALL Real Vector Species mass fractions at ablator
/ surface

°_' RVN Real Vector Estimate of blowing rate around the

b body normalized to the stagnation value

DXI Real Tangential coordinate stepslze [0.05]

ETA Real Vector Normal coordinate nodal points

T Real Vector Estimate of temperature profile

_. IAB Integer Number of points in vectors RVN and
.. EeSN [20]

_ EPSN Real Vector Estimate of ¢ profile around the body

XIN Real Vector Coordinate points for EPSN and RVN
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' Table D. 2

Description of CRAC Subroutines

Sub routlne Descrlptlon

_ MAIN Driver Program

ii_ INPUT Reads in all necessary data

STAG Driver program for stagnation line solution

_ SLINTT Inltlallzation routine for stagnation line

,_.,_,_ BODY Driver program for around the body solution

. SHAPE Routine to calculate body and shock angles for
a specified body shape (spherical)

BCWALL Calculates ablator surface temperature, and
..;(_ ablator surface heating for a specified blowing

'_- • rate and wall pressure!_: .

=_.._ SHOCK Calculates density ratio at the shock, shock

,, temperature, pressure, and species mass fractions

' GLOB,_L Routine to solve the slobal continuity equation

-o sround the body

SLMTM Solution of the stagnation llne x-momentum equat,_on

..... " XMOMTM Solution of the around the body x-momentum equatlm_

:_)_. YMOMTM Solution of the y-momentum equation

' SPECIE Solution of the species equations
_,_.

_': _. ENERGY Solution of the energy equation in enthalpy form

-__'- TEMPR Temperature-enthalpy iteration to obtain tempera-
_ ture profile from the enthalpy profile

ii_::_i,_- DEDX Calculation of shock standoff distance, _ and
• anlax

: _":"_ ;" MOLblAS Changes species concentration from moles I/,mss
:::.;_ total to mass fraction and vice versa

GAS Calculates chemical equilibrium for slr species
,, along with thermodynamic and transport properties
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Table D.2 (continued)

Subroutine Description

FG2 Calculates chemical production terms and linear-

ized chemical production terms for species
conservation equation

LRAD, TRANS, SND, Calculates radiative flux divergence for specl-

ZP, BUGPR, ZHV, & fled temperature, pressure, and composition

TRANS I, TRANS 2 profiles

SOLVE Takes _ coefficients calculated in conservation

subroutines XMOMTM, SPECIE, and ENERGY and sets

up tradiagonal matrix for TRID

TEID Solves the tridiagonal matrix

FGH Finite difference coefficients

CHECK Routine to check for converged solutions of

profiles

INTRPL Lagrange interpolation scheme

OUPPUT Prints output for shock ipyer solution

OUTPUT Debug output of intermediate profiles

PONCH Punches solution on cards I
I

BLOCK DATA Contains thermodynamic and transport property data
along with initialization data
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VITA

John Frederick Balhoff was born Thursday, October 14, 1948 in

Howell, Michigan about 30 miles west of Detroit to his proud but

poor parents Jack and Kaye. Shortly after accepting his discharge

.....:,_ from the hospital he made the acquaintance of his two older brothers,

:_ Mike and Tom. Little did he realize he was to be followed by six

more brothers and two sisters - Bob, Don, Bill, Dick, George,

Margaret, Kathleen, and Danny. At this writing it appears that no

more siblings will be announced.

_ _ Elementary education was achieved at Sacred Heart and St.

_-:_ Aloyslus parochial schools in Baton Rouge where a somewhat dubious

° career of academia co--,_nced. In the Fall of 1962, secondary educa-

tion was initiated at St. Josephts Seminary in St. Benedict, Louisiana

_ where an attempt was made to become a man of the cloth. Three years

was sufficient to be convinced that the calling was no longer there

and another profession would have to be pursued. The last year of

secondary education was accomplished at Catholic High School in Baton

,, Rouge and graduation came in May of 1966.

¥ In June of 1966 the spurious career of a new chemical engineer

_i' began when the author enrolled at Louisiana State University in

Baton Rouge. In May of 1970 he was awarded a Bachelor of Science in

chemical engineering. Continuing his education by attending graduate

school at L.S.U. in August, 1970, the author recieved his Master of

_ Science in chemical engineering in May of 1972. Being smbitious and
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somewhat foolish, pursuit of a doctorate was initiated immediately

following his M.S. graduation. On the 29th of October 1973, prior

to completion of all the requirements of the doctoral program, he

started employment at Ethyl Corporation, Baton Rouge naively assuming

that in a couple of months the work on the doctorate would be

! finished.

.....i, _resently the author is still working for Ethyl Corporation as ,

_ a Process Evaluation Engineer and plaus to attend graduation in May

=_!

of 1975. At this time the author is not married with no i1_edlate

o_ prospects in sight.


